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Preface 
 
 
Dear colleagues and friends 
 
The Annual Scientific Meeting 2010 of the Swiss Society of Radiobiology 
and Medical Physics took place at METAS in Wabern-Bern on the 11th 
and 12th of November 2010. It was a great pleasure to welcome so many 
colleagues and friends from Switzerland and abroad visiting our 
congress and the Industrial Exhibition. 
 
The scientific program of the annual meeting was structured into six 
sessions with four invited speakers who addressed topics of 
fundamental dosimetry and the results of a survey of radiodiagnostic 
exposure of the Swiss population. The many oral and poster 
contributions of our community reflect the current high standards of 
research in our field, which is the basis of our daily clinical work 
guaranteeing a high standard of quality.  
 
We want to thank all the people that contributed to the success of this 
meeting, in particular the Industrial exhibitors and Sponsors for their 
support and our colleagues for their scientific contributions. 
 
On behalf of the local organizing committee 
 

 

Damian Twerenbold	
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Introduction 
 

The Swiss Federal Office of Metrology (METAS) maintains primary standards for absorbed dose to 

water and provides calibration services for reference dosimetry systems used in the radiotherapy 

centres. For 
60

Co  radiation and high-energy photon beams between TPR20,10 = 0.639 and 

TPR20,10 = 0.802, this service is based since 2001 on a primary standard sealed water calorimeter. For 

high-energy electron beams between R50 = 1.75 g/cm
2
 and R50 = 8.54 g/cm

2
, a primary standard 

chemical dosimeter is used since 2002 [1][2][3][4]. A 22 MeV microtron accelerator with a 

conventional treatment head is used as radiation source for both the high-energy photon and electron 

beams. 

 

In this contribution, the characteristics and challenges of water calorimetry are presented and 

compared to graphite calorimetry, which is another primary standard widely used in the metrology of 

ionizing radiation. Only a couple of important aspects of these different approaches will be presented 

here, but literature is available for an in-depth coverage of the topic ([5] and references therein). 

Various types of water calorimeters have been designed, in particular stirred water calorimeters [6] 

and sealed water calorimeters [7]. The METAS calorimeter is of the second type, and hence it is the 

one that will be discussed here. 

 

Water calorimetry 
 

Absorbed dose calorimetry is based on the assumption that energy imparted by ionizing radiation 

ultimately appears as a temperature rise. Water calorimetry in stagnant water is possible due to the 

very low thermal diffusivity of water which ensures that the temperature distribution remains for a 

sufficiently long time in place, thus enabling accurate measurements at a point. Absorbed dose to 

water is given by 

 

            
 

     
                (1) 

 

(units: Gy = J/kg), where cw (J/kg/K) is the specific heat capacity of water (≈ 4204.8 J/kg/K at 4°C), 

Tw (K) the measured temperature rise (typically 100-500 K in 1 minute), kHD and ∏k are correction 

factors that will be discussed now. 

 

The heat defect 

 

In general, full conversion of energy deposition into temperature rise is not fulfilled, and the term 

describing this non thermal energy deposition is the heat defect 

 

     
     

  
 

 

where Ea is the total absorbed energy and Eh the energy appearing as heat. Heat defect appears as a 

result of different kind of chemical reactions in water (so-called radiolysis), which can be endothermic 

(kHD > 0) or exothermic (kHD < 0). 

 

The purity of the water used as absorber medium is crucial, since organic impurities can influence the 

value of kHD in some uncontrolled way. Some gas dissolved in the water can have an influence as well. 

By saturating the water with some specific gases like H2, N2, Ar or even some H2-O2 mixture, a well-

5

mailto:sandor.voros@metas.ch


defined value can be imparted to the heat defect. For example, it has been calculated that for H2, N2 or 

Ar the heat defect should be very small, and hence kHD = 0 with a standard uncertainty of 0.3% [8]. 

 

The other correction factors 

  

The last correction term ∏k in equation (1) is a product of several correction factors accounting for 

different effects: 

 

                                  (2) 

 

The conductive heat transfer correction kc accounts for the presence of non-water materials around the 

measurement point, such as the thermistor itself and the glass vessel (see below), as well as non-

uniformity of the absorbed dose distribution. Those materials have a heat capacity lower than and 

radiation absorption characteristics different from water. This factor is obtained by performing a 

numerical calculation of heat transfer, solving the heat transport equation 

 

     
  

  
             

  

  
            (3) 

 

using a finite element method, for which an accurate simulation of the calorimeter geometry is 

required. Here ρ is the mass density and c the specific heat capacity of the medium, T is the 

temperature, t is the time,    is the thermal conductivity and       is the apparent local absorbed dose 

rate. The calculation yields kc = 0.998 with a standard uncertainty of 0.15%. 

 

The convective heat flow kv should be negligible if the calorimeter is operated at 4°C, where the water 

has its maximum density (see below), and hence kv = 1. 

 

The absorption and scattering of radiation due to the presence of non-water materials around the 

measurement point (in particular the glass vessel) is accounted for by the perturbation correction factor 

kp. It can be measured by irradiating a small dosimeter (e.g. a diode) located at the reference 

measurement depth in a water phantom, alternatively with and without the glass vessel around it. Its 

value is kc = 1.003 with a standard uncertainty of 0.05%. 

 

The lateral dose profile at the reference depth in the phantom may not be perfectly flat, and hence a 

factor kdd is needed that corrects the measured dose to the dose at the reference point. The beam profile 

can be measured by performing a scan over the transverse plane with a diode for example. Then, the 

measured signal is integrated over a small surface around the reference point (on the beam axis) as 

well as over a surface corresponding to the thermistor’s effective location, and the ratio of those values 

typically yields kdd ≈ 0.997-1.003. 

 

The calorimeter is operated at 4°C (see below), but the transfer standards (ionization chambers) are 

calibrated at 20°C, which implies the use of a density correction factor kρ to account for the difference 

in density of the water. This correction becomes negligibly small if the reference depth for the 

measurement point in the water phantom is expressed in g/cm
2
, and hence varies with water density 

when expressed in cm. 

 

Finally, a correction for the transient thermistor response kt corrects for the increased thermistor 

response at the beginning or just after the end of an irradiation. It has been hypothesized that this 

might be due to electron-hole pairs created in the thermistor [5]. This effect becomes negligible if the 

first 20 seconds of the post-irradiation drift curve is ignored for the analysis of the data [8], hence 

kt = 1. 

 

Typical uncertainties on the determination of absorbed dose to water with a water calorimeter are of 

the order of 0.40% - 0.43%, but smaller uncertainties (0.20%) involving a large number of automated 

measurements performed on a 
60

Co source have also been reported by PTB [9]. 
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The design of the METAS sealed water calorimeter 

  

The heart of the water calorimeter consists of two very sensitive negative temperature coefficient 

(NTC) thermistor beads enclosed in thin glass tubes located on the symmetry axis of a cylindrical 

glass vessel (see Figure 1). This vessel must be cleaned very carefully and filled with high-purity 

water before being gassed in order to saturate the water and get a well-known heat defect value, as 

mentioned above. 

 

The vessel is then positioned inside a 30 x 30 x 30 cm
3
 PMMA phantom filled with deionised water 

and isolated with 5 cm expanded polystyrene. The phantom itself is enclosed in a larger wooden box 

isolated with another 5 cm expanded polystyrene, and the temperature of the air layer between the 

phantom and the box is actively regulated in such a way that the water temperature inside the phantom 

remains in the interval 4°C ± 0.02°C (see Figure 2). The operating temperature of the calorimeter 

corresponds to the temperature of highest density of water, in order to minimize convection effects 

during irradiation. Indeed, in a limited interval around the maximum, the dependence of water density 

on temperature is very small (the tangent to the ρ(T) graph is horizontal at that point). 

 

 

The (temperature dependent) electrical resistance of each thermistor is measured using an AC bridge, 

assuming the following relationship between temperature and resistance: 

NTC Glass capillary 

Connecting wires 

Isolating microtubing 
Epoxy resin 

≈ 0.25 mm ≈ 0.5 mm 

Figure 1 The METAS glass vessel which constitutes the heart of the water calorimeter system. A drawing 

of the tip of one thermistor mounted inside the vessel is shown on the right-hand side. 

Beam 

Heat exchanger 

Styrofoam insulation 

Stirrer 

Glass vessel 

Thermistor 

Water phantom 

Air 

Pt100-Temperature probes 

Fans 

Valve 

To chiller 

From chiller 

Heating 
plate 

Figure 2 Drawing of the METAS sealed water calorimeter. 

7



 

          
   

 

 
 

 

  
 
              (4) 

 

where R0 is the resistance at temperature T0 and β may be taken constant within a small temperature 

interval. At 4°C, the resistance of a thermistor is typically between 9 kΩ and 10 kΩ. The value of β 

must be determined for each thermistor by calibrating them beforehand over a much larger 

temperature span as the one used in the calorimeter. 

 

The thermistor is connected to one arm of the AC Wheatstone bridge, and a variable resistance decade 

in another arm serves to equilibrate the bridge (see Figure 3). A lock-in amplifier continuously 

measures the voltage in the centre of the bridge, and the thermistor’s resistance change can be inferred 

from this measured voltage variation. For that purpose, the bridge sensitivity must first be determined, 

using calibrated electrical resistors that can be switched in the bridge arm where the thermistor is 

connected during so-called “OhmCal” measurements. 

 

 

 

Calibration of working standards 

 

The calibration coefficient Nw,Q of an ionization chamber is determined as follows: the ionizing current 

is measured for the ionization chamber placed with its reference point at the same depth as the 

thermistors. For the beam quality Q the calibration coefficient is: 

 

      
  

  
 
  

  

  
                (5) 

 

where     
    is the (fully corrected) absorbed dose to water determined by the calorimeter 

measurement, divided by the reading of a monitor chamber taken during the same calorimeter 

irradiation period, and     
    is the (fully corrected for air density, incomplete saturation, beam 

profile and high voltage polarity) reading of the ionization chamber, divided by the reading of the 

same monitor chamber taken during the chamber irradiation period. 

 

The monitor chamber readings are needed to correct for the accelerator beam fluctuations, which 

might result in different dose rates during calorimeter and ionization chamber measurements. For a 

beam produced by a radioactive 
60

Co source, no monitor chamber is used, but the radioactive decay of 

the source must be taken into account to correct for the elapsed time between the calorimeter and 

ionization chamber irradiations. 

R Thermistor 

9 kΩ 

Lock-in 
amplifier U ~ 

ΔU 

9 kΩ 

R Decade 

Figure 3 Simplified drawing of the Wheatstone bridge used for 

measurement of the thermistor’s resistance value. 
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At METAS, transfer standards of type NE 2571 readout by commercially available electrometers of 

type Keithley 6517 are calibrated directly against the water calorimeter. They are used for the 

calibration of the reference dosimetry systems used in the radiotherapy centres, since direct 

calibration of each dosimeter in the calorimeter would imply too much time and effort. 
 

Results for the 
60

Co  radiation 

 
The most recent water calorimeter measurement campaign at METAS took place in the Spring of 

2009. The METAS 
60

Co source of type Alcyon II was used for that purpose. 

 

Figure 4 shows a typical OhmCal (bridge response calibration) measurement, where a resistance jump 

of known amplitude is applied in the same bridge arm as the one where the thermistor is connected. 

This measurement lasts for 210 s, recording the bridge voltage during 70 s before applying the 

resistance change, 70 s after the jump in resistance occurred, and 70 s after returning to the original 

resistance configuration. Figure 5 displays a typical calorimeter measurement, which lasts for 360 s. 

During the first 120 s, the bridge voltage is recorded without irradiation, the next 120 s are during 
60

Co 

irradiation, and the last 120 s are after the end of the irradiation. 

 

  
 

 

 

 

 

 

 

 

 

Data analysis starts with fitting the flat parts of the measured signal and extrapolating the fits to mid-

irradiation time in order to determine the voltage change. 

 

The results for a couple of hundred such measurements taken in 2009 are shown in Figure 6. The 

quantity shown here is the dose rate of the 
60

Co source on 1. January 2010 at 00:00:00. 

 

ΔU 
ΔU ~ 2.8 V 
 
 

Figure 5 Irradiation measurement. This is the 

voltage slope seen by the lock-in amplifier as the 

calorimeter is irradiated for two minutes by the 
60

Co source. A very rough estimate of the 

absorbed dose yields U ~ 2.8 V → R ~ 

0.12  (from “OhmCal” measurement) → T ~ 

0.3 mK (from thermistor calibration) → D ~ 

1.3 Gy (using the heat capacity of water). 

Figure 4 „OhmCal“ measurement. This is the 

voltage step seen by the lock-in amplifier as a 

known resistance jump of 0.2  is imparted to the 

arm of the bridge containing the thermistor. 
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The mean value is 0.00963 ± 0.00004 Gy/s. The value obtained in the previous calorimeter 

measurement performed in January 2006 was 0.00964 ± 0.00004 Gy/s, which shows a very good 

agreement. 

 

Graphite calorimetry 

 
Graphite calorimetry is, together with water calorimetry, the most widely used primary standard 

method for absorbed dose to water. The absorbing medium, graphite, differs from water in three ways: 

its specific heat capacity is about six times smaller, its thermal diffusivity is nearly six hundred times 

larger and it is a solid rather than a liquid, and as such it does not have any radiation-induced 

chemistry to contribute to a heat defect [5]. 

 

The smaller specific heat capacity gives graphite calorimetry a six-fold advantage over water 

calorimetry in signal to noise ratio, i.e., the measured temperature rise in the absorber medium is six 

times higher for a given amount of absorbed energy. Furthermore, due to the high thermal diffusivity, 

the effectively measured absorbed dose is an average over the entire volume of the absorbing graphite 

core rather than a local measurement. 

 

On the other hand, water calorimetry is a far more direct way of realizing the unit absorbed dose to 

water than graphite calorimetry, which realizes absorbed dose to graphite. In the latter case, a number 

of additional conversion measurements and calculation steps are needed, which worsens its overall 

uncertainty budget. Nevertheless, there is a great metrological interest in comparing the results of both 

water and graphite calorimetry, since they are quite independent methods. 

 

 

Figure 6 Final result of about five hundred eighty irradiation measurements of the 

calorimeter performed at the 
60

Co source. The quantity shown here is the dose rate of the 

METAS Alcyon II 
60

Co source on 1. January 2010 at 00:00:00. Two different glass vessels 

(serial numbers 4 and 5), each with different thermistor pairs (serial numbers 22-24 and 51-

54 respectively) were used, each being saturated with two different gases, once using N2 

and once using H2. 
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Typical construction of a graphite calorimeter 

 

While each graphite calorimeter has its own specific construction, the general design and the main 

parts are usually similar. As an example, the design of the BIPM graphite calorimeter [10] will be 

outlined here. It is one of the most recently designed graphite calorimeter, and it was constructed such 

to make it transportable. 

 

The calorimeter consists principally of a graphite core enclosed by a graphite jacket, placed behind a 

graphite window. The thickness of this window is such that the requirement for a total mass thickness 

of 5 g/cm
2
 or 10 g/cm

2
, for 

60
Co or high energy photon beams respectively, is fulfilled. To minimize 

heat losses, a vacuum container made of PMMA houses the calorimeter (see Figure 7). Three 

reflecting surfaces surround the jacket to reduce radiative heat transfer (not shown in the figure). 

 

                   
 

 

   

 

 

 

 

Figure 8 shows the design of the graphite core and jacket, with the wires of the three thermistor pairs 

positioned on the curved face of the core. The core is a solid cylinder 6.7 mm long and 45 mm in 

diameter, whose mass and specific heat capacity must be precisely determined before the calorimeter 

is assembled. Four holes are drilled in the curved surfaces to accept the pins that support the core 

inside the jacket. 

 

Each of the thermistor pair is mounted in a Wheatstone bridge powered by a DC power supply. Before 

being mounted inside the calorimeter, the core must be temperature calibrated with respect to a 

platinum resistance thermometer in a temperature-stabilized water tank. 

 

The jacket forms a hollow cylinder, to house either the graphite core or the parallel-plate transfer 

ionization chamber. The BIPM jacket features top and bottom half-cylinders instead of the more 

traditional front and back components in order to get a more homogeneous temperature distribution, 

with no barrier to heat conduction from front to back. One thermistor pair is glued into holes drilled on 

the curved surface of each half-cylinder, in the same way as for the core. 

 

The correction factors 

 

The presence of several gaps in the calorimeter (e.g. between the graphite window and the jacket, 

between the jacket and the core, etc.) leads to a decrease in dose to the core [11]. This effect is 

accounted for by applying a gap correction derived from Monte Carlo calculation. 

 

Convective heat transfer is essentially eliminated by evacuating the calorimeter. Conductive heat 

transfer obeys the heat transport equation (3) and is usually solved using a finite element method, for 

Figure 7 PMMA phantom of the 

BIPM calorimeter. The small 

graphite cylinder on the right is 

the jacket and the larger disc is the 

entrance window. Image courtesy 

BIPM [10]. 

Figure 8 The graphite core with the thermistor 

wires, surrounded by the two halves of the graphite 

jacket hosting the core. Image courtesy BIPM [10]. 
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which an accurate simulation of the calorimeter geometry is required, as in the case of the water 

calorimeter. Contributions from thermistor self-heating may be included in the calculation. Thermistor 

wires and core supporting pins should be as fine as possible in order not to contribute significantly to 

the conductive heat transfer. Finally, radiative heat transfer can be minimized by the use of reflecting 

surfaces located around the jacket. 

 

Further correction factors are required for the differences in depth between the measuring and the 

reference depth, for the non-uniformity of the dose distribution over the core and for measurement 

bridge related electrical corrections. 

 

The dose conversion 

 

In photon beams two methods are usually used to convert absorbed dose measured in graphite to 

absorbed dose in water. The first method is based on the relation between collision kerma in graphite 

and water, usually derived using Monte Carlo methods (see [5] for further details). The conversion 

factor is slightly energy-dependent, but its value is typically around 14-15% [12]. 

 

The second approach, used by the BIPM, makes use of an ionization chamber as a transfer instrument 

to derive dose to water from dose to graphite. For that purpose, the chamber is calibrated in the 

graphite phantom of the calorimeter and then used for dose measurements in water using the equation 

[13] 

 

       
  

  
  

  

  
 
  

  
  

  
 
  

            (6) 

 

where Dw and Dg are the dose in water and graphite, respectively, and Mw and Mg represent the 

corrected ion chamber reading in water and graphite, respectively. The MC tag denotes values 

obtained in the Monte Carlo simulation of the corresponding experimental setup. Altogether, three 

different measurement arrangements must be realized at BIPM for a full absorbed dose to water 

determination: 

 

1) The calorimeter is used in vacuum with the jacket containing the core. The absorbed dose rate 

to graphite, Dg, is both measured and calculated. The measured value is determined essentially 

using an equivalent relation to (1) with the correction factors specific to the graphite 

calorimeter discussed above. 

2) The graphite core is replaced by the transfer ionization chamber and the assembly is at 

atmospheric pressure. The ionization current in graphite, Mg, is measured and a corresponding 

cavity dose rate calculated. 

3) The same ionization chamber is placed inside an identical phantom filled with water. The 

ionization current, Mw, is measured and the corresponding cavity dose rate calculated. 

 

Typical uncertainties assigned to the dose transfer procedures in high-energy photon beams lie 

between 0.19% and 0.35%, and the overall uncertainty on the determination of absorbed dose to water 

is typically between 0.41% and 0.46% [5]. 

 

Discussion and outlook 
 

The design of the METAS sealed water calorimeter has been outlined, and as a comparison, the 

principle of the graphite calorimeter has been presented as well. The sealed water calorimeter, which is 

used by METAS, has the big advantage of being the most direct method to realize the absorbed dose 

to water unit “Gray”, thus avoiding the need for additional conversion steps. On the other hand, the 

graphite calorimeter benefits from a much lower heat capacity. As a result, it features a much more 

favorable signal to noise ratio, thus reducing the need for long measurement series. 

 

Similar uncertainties (around 0.40% - 0.45%) for the determination of absorbed dose to water are 

typically achievable with both calorimeter types, but it appears that water calorimetry may have a 

12



greater improvement potential. Comparing the results of both water and graphite calorimetry is very 

interesting from a metrological point of view, since they are quite independent methods. Together with 

other independent primary methods like chemical (Fricke) dosimetry or ionization chamber-based 

standards, they build a robust system for the realization of absorbed dose to water. 

 

As the national metrology institute of Switzerland, METAS also contributes to the international effort 

for a reliable reference dosimetry system. In this context, METAS took part in the EURAMET project 

No. 1021, which is a direct comparison of primary standards of absorbed dose to water in 
60

Co and 

high energy photon beams [14][15]. For the purpose of this comparison, the graphite calorimeter of 

the BEV travelled to METAS and was irradiated at the 
60

Co source as well as at the M22 microtron 

accelerator. The final report for this project has not been published as yet (November 2010), but will 

be made available on the EURAMET website in due time. In the future, METAS plans to participate 

in the BIPM BIPM.RI(I)-K6 comparison [13], for which the BIPM graphite calorimeter will be 

transported to METAS as well. 
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Introduction 

The Paul Scherrer Institut (PSI) is the largest research center for natural and engineering sciences 
within Switzerland. It is part of the ETH domain and offers a variety of research opportunities. PSI’s 
three main subject areas are the investigation of the structure of matter, energy and the environment, 
and the human health. 

The research strategy of PSI requires every 10-20 years a so-called “future project”. The next future 
project will be a Free Electron Laser (FEL). The main part of such a facility is a new accelerator for 
6 GeV electrons, which is scheduled for commissioning in 2016. 

In the following chapters, a short presentation of the facility, which will be called SwissFEL, and its 
purpose will be given and the radiation safety aspects of such a system will be discussed. 

 

Principle and Layout 

Figure 1 shows a principal layout of the SwissFEL facility. Its purpose is to provide a source of ex-
tremely bright and short X-ray pulses enabling scientific discoveries in a wide range of disciplines, 
from fundamental research to applied science [1]. 

The whole installation will be about 700 m long. Its basic principle is displayed on the bottom of fig-
ure 1, from the left to the right: stimulated by a Laser system, short electron pulses of 200 pC will be 
emitted by a metallic cathode of an electron gun. The electron bunches will then be accelerated by 
three linear accelerators to their nominal energy of about 6 GeV. The linac repetition rate will be 
100 Hz, leading to an average beam current of 40 nA (taking 2 microbunches per Linac pulse into 
account)1. In a series of magnetic undulators the electrons will be forced to slaloms, resulting in the 
emission of extremely intense and narrow X-ray pulses (10 GW peak X-ray power with a pulse dura-
tion shorter than 20 fs; 1 fs = 10-15s). Afterwards the electrons will be dumped and the X-rays can be 
lead to dedicated experimental stations. 

 

Figure 1: Layout and principle of the Swiss Free Electron Laser (SwissFEL). 

                                                 
1 The resulting beam power of ca. 240 W is of the same order than the mean beam power of a conventional clini-
cal linear accelerator. 
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Purpose of SwissFEL 

The wave length of the X-ray pulses produced by SwissFEL will be in the range of 1 – 70 Å and there-
fore of the same order than the size of light molecules like water or proteins. Scientists expect a huge 
demand for research with coherent X-ray light sources (i.e., X-ray lasers), which function according to 
the FEL principle. 

Using these X-rays interdisciplinary teams from biology, chemistry, physics, material sciences and 
other disciplines are gaining insights into both the interior structure of materials and the physical proc-
esses taking place. The filming of biomolecules at the fs time scale will be possible. Furthermore, the 
light intensity of SwissFEL will be ca. 1010 times higher than that of the SLS, the Swiss Light Source 
at PSI. 

With SwissFEL it will be possible to obtain detailed information on various processes that are not 
accessible using currently available methods. 

The potential relationship of SwissFEL with Medical Physics could be future applications of Bioimag-
ing at nm resolution (figure 2). 

 

 
Figure 2: Bioimaging at nm resolution. Picture taken from the PSI-SwissFEL Science Case [1]. 

 

Worldwide, there are currently only three facilities with a similar purpose running (LCLS, U.S.A.) or 
under construction (Spring-8, Japan and DESY, Germany). 

 

Location of SwissFEL 

Due to its length, it is not possible to place SwissFEL on one of PSI’s areas. Therefore several loca-
tions close to PSI have been investigated and evaluated. In 2009, this process ended by the selection of 
a location in the forest close to the PSI east area (figure 3). 

Most of the buildings will be covered by soil. According to current plans only one side of the surface 
buildings will be visible. Two passages for wild animals over the installation will help reducing the 
impact of the facility on the wildlife. The existing forest road will be used to access SwissFEL from 
the PSI east area. 

Currently the processes necessary to obtain the building license are ongoing; in this context several 
questions regarding conventional and especially radiation safety have to be dealt with. 
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Figure 3: Position of SwissFEL according to the current building application. It will be located in the 
forest close to the PSI east area. 

 

 

Figure 4: Model of the exterior view of the SwissFEL buildings. Most of it will be covered by soil. 
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Radiological Benchmarks for SwissFEL 

The operation of the SwissFEL facility is subject to Swiss legislation, in particular to the radiation 
protection law and ordinance. Additional local guidelines by the Swiss Federal Office of Public Health 
(BAG), and the Swiss Federal Nuclear Safety Inspectorate (ENSI) have also to be taken into account. 

Since SwissFEL will be located outside the fenced PSI area, dose and dose rate limits for the public 
have to be adhered to at the outside of its buildings (ambient equivalent dose: 0.1 mSv/w or 0.6 Sv/h; 
effective dose: 0.1 mSv/a). 

 

Beam loss points of SwissFEL 

For the purpose of planning the required radiation shielding, it is essential to have some knowledge 
about the predicted beam losses. According to the design of its accelerators, SwissFEL will have sev-
eral defined beam loss points (figure 5). These are mainly those locations, where the electron beam 
will be magnetically deflected (bunch compressors, switch yard), collimated, or dumped. 

Calculations of the required shielding in these critical areas have been started based on local beam loss 
assumptions using analytical codes (Shield11, iShield11) and will be refined using Monte Carlo meth-
ods (MCNPX, FLUKA). 

 

 
 

 

 

Figure 5: Layout of the SwissFEL beam lines with indication of the beam loss points. More details 
concerning the beam line can be found in reference [2]. 

 

Undefined beam loss 

In addition to the defined beam loss mentioned above, the so-called “dark current” will lead to further 
beam losses, which will not be restricted to certain beam loss points. Dark current will be emitted by 
the electron gun and radio frequency structures along the whole beam line. The reason are the strong 
electrical fields required for the acceleration of electrons, which lead to a parasitic emission of elec-
trons at various places. 

Dark current is not in phase with desired beam and stopped at certain positions (e.g., at magnetic bend-
ing structures), therefore it comprises at broad spectrum of electrons. However, its energy is reduced 
compared with the primary electron beam. 

Assumptions related to the shielding of dark current are difficult and must be verified later by dose 
rate measurements. Additional local shielding might then be necessary in order to fulfil the ALARA 
principle. 

 

Shielding design 

In Figure 6, the current shielding design based on shielding calculations is displayed. The soil cover-
age, which will be of the order of 1 m and form part of the shielding, is not shown. 

Switch yard Bunch compressors Collimators Beam dumps 
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Figure 6: Current shielding design. The tunnel walls consist of 0.5 m of concrete, the thickness of the 
tunnel roof is 1.5 m; not shown is the soil coverage with variable shape and depth. 

 

Further aspects of shielding calculations  

For a project like SwissFEL, where only a very limited base of reference installations is available, 
there is a need of conservative assumptions for radiation shielding, since later reinforcement can be 
complicated and expensive. On the other hand, too much conservatism is also very expensive: 0.5 m 
of additional shielding around the beam tunnel requires about 5’000 m3 of additional concrete with 
associated costs of approximately 3 MFr. 

Special attention require the emergency exits along the beam tunnel and various cable and radio fre-
quency feedthroughs, which weaken the shielding and may require the construction of suitable mazes. 
If possible, these structures should not be placed close to regions with higher beam losses. 

The expected doses rates also depend on the estimated work load (≈ 5000 h/a) and the Linac repetition 
rate (up to 100 Hz). 

 

Other aspects related to radiation safety  

Beam tunnel and at least some of the experimental areas (depending on their future use) need to be 
defined as controlled zones and working areas and constructed as such. 
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Safety systems are required in order to prevent the access to the beam tunnel during presence of elec-
tron beam or to lock the experimental areas when X-rays are present. So-called personnel safety sys-
tems and local access control systems will be designed for this purpose. 

In order to detect excessive beam losses within and around the facility, a beam loss and radiation sur-
veillance system will be available. 

 

Radioactive activation 

Since the accelerated electrons have fulfilled their “job” after travelling in slaloms through the undula-
tor areas and producing coherent X-rays therein, they will be simply stopped in dedicated beam 
dumps. Here, the highest radioactive activation is expected. However, activation and resulting dose 
rates will be moderate, as far as safety requirements during deconstruction are concerned. 

On the other hand, (γ,n) reactions from bremsstrahlung, secondary neutrons, and other particles will 
lead to a level of air activation in the accelerator tunnel, which could require monitoring of the air 
exhaust. Here, further calculations based on the planned design of the ventilation system are necessary. 

The activation of the cooling circuits and of the soil will be small, so that no corresponding measures 
have to be taken. 

 

Shutdown of SwissFEL 

It may sound strange at the moment, but the future shutdown and disassembly of SwissFEL, which 
might take place around the year 2040, has also to be discussed right now. 

The experience with PSI‘s large research facilities shows that the buildings and part of the infrastruc-
ture will be reused in other projects and experiments. Only few components need disposal and a mi-
nority of it will have to be declared as radioactive waste. Here, an estimation of disposal costs will be 
necessary. 

From the present point of view, the shutdown of SwissFEL will not lead to serious problems. 

 

Conclusions 

The SwissFEL project is on track. From the radiological point of view no serious problems are to be 
expected. PSI’s expertise with its currently running three proton and three electron accelerators and the 
Swiss Light Source SLS facilitates the development and the validation of the necessary radiation 
safety measures for the new electron accelerator to be built for SwissFEL. 
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Introduction  
As the number of interventional procedures increases, more effort should be given to patient radiation 
protection. Although the technology of X-ray units has improved with the introduction of the flat-
panel detectors (FPD) and their ability for dose reduction, there is no bibliographic evidence that FPDs 
really reduce radiation dose. The aim of our study was to examine the differences between 
installations with FPDs. 

Material and Methods  
Three radiological units (A, B1 and B2), all equipped with FPD were characterised with respect to 
entrance dose rate. Machines B1 and B2 were constructed by the same company. For policy reasons, 
the manufacturer names are not given. Four PMMA phantoms with different thicknesses (5 - 20 cm, 
with a step of 5 cm) were employed. Dose rate was measured by Radcal dosimeter connected to an 11 
cm3 ion chamber (Monrovia, USA). Source-to-skin distance and source-to-detector distance were set 
at 75 cm and 100 cm, respectively. The field size was 16 cm for unit A and 15 cm for units B1 and B2 
at the level of the detector. Dose rate was measured for fluoroscopy mode (15 and 30 images/sec) and 
cine acquisition (15 images/sec). Additional measurements were performed for paediatric protocols, if 
available. Image quality was evaluated by the manufacturers and was acceptable for diagnostic 
purposes. 

Results 
Only a low-dose protocol was set up for unit A. For units B1 and B2, the medium-dose protocol was 
available. Additionally, for unit B2, which belonged to a university hospital, the high-dose protocol 
was also in place. As expected, the entrance dose rate depends on the phantom thickness (Figure 1). 
Differences of up to 12% were estimated for units B1 and B2. Entrance dose rate was found to differ 
four to five times between units of different manufacturers (Figure 2). Dose rate for “paediatric” mode 
was found slightly lower than that of “adult” for low and medium dose protocol (Figure 3). However, 
the high dose protocol for paediatric patients delivers a higher dose to the patient than that for adults. 

Figure 1: Entrance dose rate for four phantom thicknesses with low-dose protocols (fluoroscopy: 15 i/sec) 
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Figure 2: Comparison of entrance dose rate for dose protocols used (fluoroscopy: 15 i/sec, cine: 15 i/sec, 
phantom thickness: 15 cm PMMA) 

Figure 3: Comparison of entrance dose rate for three dose protocols used for paediatric and adult patients for unit 
B2 (fluoroscopy: 15 i/sec, phantom thickness: 10 cm PMMA) 

Discussion 
It is important to characterize the X-ray unit in terms of radiation dose as well as image quality. 
Differences between entrance dose rates may be attributed to different dose settings on image quality. 
Varying levels of image quality and dose are acceptable, as they allow physicians to better perform the 
procedures. However, wide differences for the same operation mode should be eliminated. Close 
collaboration between physicians, medical physicists and companies is required when setting up dose 
protocols. The first step for patient dose reduction is setting the low-dose protocol as default. 
Moreover, the use of cine acquisition should be done only when necessary. Further optimization is 
required for the “paediatric” mode as children are more radiation sensitive than adults. Medical 
physicists will play a critical role in patient and personnel radiation protection in the field of diagnostic 
radiology.  
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Introduction 
We report on 5 months of experience with the modular QUALimagiQ (QualiFormeD SARL, France) 
v4.1.3 software platform managing and analysing images acquired by electronic kV and MV portal 
imagers, for the purpose of Linac quality assurance (QA).  
During this period, we acquired data once per week in order to quantify the amplitude and frequency of 
variability of the various parameters under test. We also used this opportunity to demonstrate that the 
acquisition of electronic images with existing equipment (kV and MV imagers) together with software-
based analysis tools is very efficient in reducing the overall QA time and thus gives more time to the 
medical physicist to concentrate on the results of the analysis.  

Material and Methods 
In our centre in Biel, 4 different software modules are in use for the QA of the MLC, the MV imager 
(PV), the kV imager (OBI) and the determination and comparison of the light, the irradiated and 
prescribed field sizes. 
The phantoms needed are the LAS VEGAS for the PV QA and the LEEDS TOR18FG for the OBI QA, 
plus a few dedicated centring tools available from QualiFormeD. For the measurement of the spatial 
resolution of the PV by means of the modulation transfer function, as it is done for the OBI, one can 
replace the LAS VEGAS by the EPID QC phantom from PTW (Physikalisch-Technische Werkstätten Dr. 
Pychlau GmbH). 
For an efficient image acquisition in clinical mode we prepared dedicated prescriptions in ARIA’s RT 
Chart (Varian Medical Systems) making the process fast and easy. The full set of data - including all 
MLC, imagers and collimated fields QA - is then taken within 2 hours. The DICOM images acquired (69 
per Linac) are exported and then automatically sorted by QUALimagiQ using keywords from the DICOM 
header related to the tests programmed in the clinical prescriptions. The analysis is then carried out either 
in an automated way, in less than 15 sec for each of the 4 modules, or step by step when it is necessary to 
find out where and why a particular parameter was out of tolerance.  

The java-based platform is both robust and flexible. Various types of DICOM images can be imported in 
the database without caring about the beam energy, date of acquisition, machine, etc. The images are 
automatically sorted and the acquisition parameters tested for consistency with the associated test before 
the analysis (Figure 1). 

Figure 1. Data import in the QUALimagiQ database 
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QUALimagiQ is insensitive to phantom alignment, each analysis starts by an automatic detection of the 
phantom position. In addition, each parameter of the analysis can be adjusted by the user, this capability 
is appreciated but is also time consuming to configure. 

After the analysis, all test results are validated by the user, they are stored in a database and a pdf report is 
automatically generated. For each parameter tested, a temporal evolution curve is produced together with 
the assigned tolerance levels. Since there is a vast amount of information (e.g. Figure 2), such plots and 
alert windows are valuable tools to select the more relevant parameters to be followed.  

Figure 2. Analysis output window for the MLC module (left) and corresponding alert window (right) 

Due to time/length constraints, we focus on the most interesting tests of the MLC and OBI QA modules. 

Results: MLC QA module 
MV images of static test patterns are analysed and mechanical as well as dosimetric quality controls are 
performed. They include testing a) leaf positions, b) collimator rotation axis, c) intra-/inter-leaf 
transmissions, d) sagging of leaf banks with gantry rotation, e) orthogonality/parallelism of the leaves. 
Note: the RX field size in QUALimagiQ was calibrated by comparison to the RX field size measured in 
water in reference conditions.  

a) Leaf positions
The test is made on 5 images representing 5 different field sizes defined by the MLC, i.e. with 5, 10, 15, 
20 and 25 cm opening (see Figure 3 for 15 cm opening). The analysis displays for each leaf the deviations 
to the expected position on top of the image itself. Note that the tests were realized with a Millennium 
120 MLC (Varian Medical Systems) composed of 10 mm wide leaves on the outer parts and 5 mm wide 
leaves in the inner part. 

In order to determine the precision with which the leaf positions were found by the software, we produced 
a field with 10 misplaced leaves, from 2 mm down to 0.05 mm. We used the smallest field size of 5 cm as 
we noticed an increase of the leaf deviations with smaller field sizes. The measured positions were correct 
down to 0.1 mm which confirmed the sub-mm precision of the setup.  
From the results described above, it is possible to study the evolution of the deviations of a particular leaf 
with time. In Figure 4, we show the evolution of the deviations for leaf 30 on banks 1 and 2 for the past 5 
months. Three field openings are presented in each plot: 5 cm, 15 cm and 25 cm. On bank 1 we see that 
the deviations are larger for the 5 cm fields (squares) than for the 25 cm fields (dots). 
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Figure 3. Image of a field of 15 cm opening defined by the MLC only. The results of the analysis are 
superimposed. Each leaf is labelled and the deviation to its expected position is given (in violet) 

Leaf 30 on bank 1 has thus a systematic deviation of about 0.2 mm towards the centre i.e. the field would 
be too small if all the leaves follow this trend, especially for small field sizes. On bank 2 leaf 30 shows a 
different behaviour resulting in a field slightly too large, especially at large field sizes.  
This test complies with recommendation 11, points 5.2 (tolerance 1mm) and 2.5. 
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Figure 4. Deviations from the expected position for leaf 30 for bank 1 (left) and bank 2 (right). Evolution 
with time using various field openings 

b) Collimator rotation axis
We test here the coincidence of the collimator rotation axis with 

1. the crosshair
2. the centre of radiation of the MLC
3. the centre of radiation of the jaws

For each of these tests, a set of 5 images is required, one every 72° of collimator angle (Figure 5). 
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To determine the crosshair axis, a test object with a metallic ball in its centre (red circle in Figure 5) is 
imaged at the 5 different angles, whereby the ball is aligned anew for each angle on the crosshair. The 
images are superimposed (Figure 6) and the ball positions on the detector are determined by the software. 

Figure 5. Five images taken every 72° of collimator rotation. Top panel: test-object aligned on crosshair, 
middle panel: MLC field, bottom panel: jaw field 

The circle in the right panel of Figure 6 is the smallest circle including all the ball positions on the 
detector. Its centre represents the position of the collimator rotation axis and its radius the uncertainty to 
this position. This test complies with recommendation 11, point 2.6.1 (tolerance 2mm). 

For the determination of the centre of radiation of the MLC, 5 rectangular MLC fields are taken at the 
various collimator angles. The superimposed image is shown in Figure 7, the smallest circle including all 
the intersections of the yellow lines - representing the MLC field centres - is drawn in blue. Its centre 
defines the position of the MLC radiation axis on the imager. The crosshair circle found in the previous 
test is added in violet in the figure to compare the relative positions of the two centres. Finally, the 
software calculates the distance between the two centres; it is 0.3 mm in this example.   
Figure 8 (left panel) shows the evolution with time of the distance between crosshair and MLC axis, and 
the 2 circles radii. The distance parameter was very stable (0.4±0.1mm) over the period of observation. 
The crosshair circle radius has a higher uncertainty than the MLC circle radius due to the human factor in 
aligning the test object on the PV. 

For the centre of radiation of the jaws, a similar procedure as for the MLC is used. The 5 rectangular 
fields (Figure 5, lower panel) are realized this time only with the jaws. As for the MLC, the software 
allows us to compare the position of the centre of radiation of the jaws on the PV with the axis of the 
crosshair. Figure 8 (right panel) shows the evolution with time of the distance between crosshair and jaw 
axis (very stable also: 0.3±0.1mm), and the 2 circles radii.  
It is interesting to compare the two panels of Figure 8, i.e. MLC axis versus crosshair axis with jaw axis 
versus crosshair axis. While the accuracy in the determination of the MLC axis (the circle radius) is of the 
same order of magnitude (0.2±0.1mm) as for the crosshair, the accuracy in the definition of the jaws axis 
is worse (0.6±0.1mm). As a consequence, the distance between the jaw axis and the crosshair axis shows 
more fluctuations. 

This test fulfills point 2.6.1 (“verify that crosshair is aligned with collimator rotation axis”, tolerance 2 
mm) of recommendation 11. 
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Figure 6. Superposition of the 5 crosshair images (left) and successive positions of the metallic ball on the 
detector (right). The circle centre defines the collimator rotation axis. Note: the pixel size is 0.784 mm 

Figure 7. Superposition of the 5 MLC images (left). The centre of each MLC field is computed and 
shown as a yellow line. The smallest circle including all 5 internal intersections defines the position of the 

centre of radiation of the MLC on the detector. For comparison, the circle representing the crosshair 
centre (collimator rotation axis) is shown in violet 
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Figure 8. Comparison of the distance between the crosshair axis and the MLC centre of radiation (left) 
and with the centre of radiation of the jaws (right). The radius of the circles are also given in both plots, 
giving the accuracy with which each axis position is determined on the detector. Note: the MLC and jaw 

data are taken within two separate tests, this explain the presence of two crosshair curves 

c) Leakage and transmission of the leaf bank, leaf/jaw alignment
The setup for this test consists of opening one MLC bank 1cm while closing the opposite jaw to 0 (Figure 
9). 

MLC Crosshair

0.3 mm 
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The analysis uses the MLC centre defined in b) as a starting point (green cross in Figure 9). The grey 
values of the pixels are drawn as an intensity profile across the MLC, at 3cm from the centre. This profile 
is displayed in pink in Figure 9 (the higher the dose, the lower the profile). It shows higher dose values in 
the central region of the MLC where the 0.5cm leaves are located and thus where the leakage is maximal. 
The analysis for the determination of the transmission uses a segmentation based on the minima of the 
intensity profile. These minima are used to determine the true leaf positions. Based on this information 
the inter- and intra-leaf transmission can then be precisely calculated for each leaf and each inter-leaf gap. 

Figure 9. Measurement of inter- and intra-leaf transmission. The maximal inter-leaves leakage is found at 
the minima of the intensity profile and shown with blue crosses on the figure. The light and dark blue 

lines locate the position of the mean and maximum inter-leaf transmissions, respectively. Note: in order to 
show the dose leakage between the leaves, the window/level has been modified and thus the 1cm opening 

appears larger than it really is 

During the observation period, the inter- and intra-leaf transmissions, for both banks were always below 
3% (max intra-leaf transmission: 2.2%, max inter-leaf transmission: 2.7%). The average of the mean intra 
was 1.7% and 1.9% while the average of the mean inter was 1.9% and 2.1% for bank1 and bank 2 resp. 
This test complies with recommendation 11, point 5.5 (tolerance of 5%). 
Note that the same images are also used to measure the leaf bank alignment with the opposite jaw. 

d) Leaf bank sagging
To measure the effect of gravitation on the leaf banks three images are taken at gantry angles 270°, 0° and 
90°, respectively (Figure 10). The field is 10cm wide and defined by the MLC. For reference, a metallic 
ball is aligned to the field centre (crosshair) and rigidly fixed to the collimator using the tray holder. The 
distance from the ball to the MLC bank 1 and bank 2 is measured at 90° and 270° and then compared to 
the distances measured at 0°. 

Figure 11 shows the amplitude of movement of the banks with time. Bank 1 values are displayed as 
triangles. The red curves compare the positions at 90° with the positions at 0° while the green curves 
compare the position at 270° with the positions at 0°. The black curves compare positions at 270° to 
positions at 90°, i.e. they correspond to the sum of the two deviations. 
The signs of the variations are not of importance as they only depend on conventions, all bank 
movements are in the direction of the gravitation! The maximum amplitude is 0.5 mm at 270° and 0.4 
mm at 90°, however, not for the same bank.  
This test complies with recommendation 11, point 5.1 (tolerance 1 mm). 

e) Orthogonality and parallelism of the leaves
To study the effect of gravitation on individual leaves, a field with two leaves extended by 12 cm, one 
from each bank (Figure 12) is imaged at gantry angles 0°, 90° and 270° with the collimator at 90° to have 
gravitation acting on the leaves.  

MLC 

Jaw 

3 cm 

          10 mm leaves 5 mm leaves               10 mm leaves 

1 cm 
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Figure 10. Effect of gravitation on the leaf banks. The distance from each leaf bank to the metallic ball at 
gantry 90° and 270° are compared to the reference distance measured at gantry 0° 
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Figure 11. Leaf bank sagging curves as a function of time. Triangles show bank 1 data and crosses bank 2 

Since the field is defined by the jaws on two sides, one has a rigid reference from which we can measure 
the distances to the two leaves. In addition, the distance between these leaves can be determined. 
Very little variations (of the order of 0.1° for the inter-leaves parallelism) are observed for the thin 5mm 
leaves. For the more rigid 10 mm leaves, the variations are even an order of magnitude smaller. 

Figure 12. Illustration of the setup at gantry 90°, collimator 90° to have gravitation acting on the 2 
extended leaves (left), the image is on the right. The distance between the jaws and the leaves are 

measured as well as the distance between the 2 leaves 
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jaw 

MLC 
jaw

MLC 
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Results: OBI QA module 
All kV tests were made using 3 OBI images of the LEEDS TOR18FG phantom. The images were taken 
at 45kV, 70kV and 90kV with a 1mm Copper filter in front of the source (Figure 13).  
Point 3.1 (collimation, tolerance 2 mm) of the recommendation 16 can already be checked on these 
images. 

Figure 13. OBI images of the TOR18FG phantom used in the QA module 

a) Spatial resolution
The spatial resolution is evaluated via the modulation transfer function (MTF). Here, an approximation of 
the MTF is computed using the method of Droege & Morin [1] and called MTFp (for practical MTF). The 
central part of the TOR18FG phantom includes 21 bar patterns (Figure 14, left panel) representing 21 
spatial frequencies ranging from 0.5 to 5 lp/mm. For each frequency f, it can be shown that the MTFp is 
proportional to a ratio of modulations M(f) over M0, where M0 is related to the amplitude of the modulated 
signal. M0 is measured here by subtracting the average background signal intensity from the average 
phantom signal intensity in the two ROIs shown in the bottom left of Figure 14. 
Droege & Morin showed that the modulation M(f) can be expressed in terms of variances measured in 
ROIs  centred on each of the 21 bar patterns (see e.g. the black square on the 0.5 lp/mm pattern in Figure 
14, left panel).  
This method has many advantages: there is neither a need for a line spread function, nor Fourier 
transformations, and it is insensitive to phantom alignment as well as to image noise. 

Figure 14. For each of the 21 spatial frequency f, the MTFp is computed by measuring standard deviations 
and average values of pixel intensities in predefined ROIs 
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An example of MTFp is shown in Figure 15. It is normalized to 1 and the 21 points of the curves are fitted 
with a Gaussian function. We checked the curve calibration with data from the detector manufacturer 
(indicated by black crosses).  

The relation between MTFp and the resolution is as follows. The resolution power of the system is given 
by the number of distinguishable lp/mm, and it is usually assumed that a minimal modulation of 10 to 
20% is necessary for a reliable detection, depending on the noise level (limiting resolution). 
In our case the noise level is low enough to follow in a reliable way the evolution of the 10% MTFp  with 
time. Recommendation 16 (Point 4.1.2, see also [2], section II.D.1) does not specify a % MTFp value. 
However, the stated tolerance of 16 lp/cm indicates that it is corresponding to a MTFp value between 10% 
and 20%, the limiting resolution obtained here is higher.  

However, the MTFp curve contains more information than just the system resolution since it provides 
information on the contrast resolution on the y-axis. In addition to the MTFp 10%, we choose to follow 
with time the frequencies where the MTFp is 50%, i.e. when the contrast dropped by half, sometimes 
called the perceived image sharpness. 
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Figure 15. MTFp (left), spatial resolution as a function of time for 50% MTFp and 10% MTFp (right) 

We observed that the 10% MTFp curve was always above the tolerance of the recommendation 16 and 
that values for both 50% and 10% MTFp were stable with time (8.4±0.1, 8.9±0.2, 9.2±0.1 lp/cm, for 45, 
70, 90kV resp. and 20.4±0.3, 21.7±0.3, 22±0.4 lp/cm for 45, 70, 90kV resp.), and that the resolution 
slightly increased with energy. 

b) Contrast resolution
The resolution in contrast is traditionally (in diagnostic imaging) evaluated using the 18 disks of 8 mm 
diameter located on the rim of the TOR18FG phantom. The standard procedure is to identify in the image 
the least-visible disk (one has to see its full contour) and to determine the corresponding contrast value in 
a table given in the TOR18FG documentation e.g. if no13 is the last disc fully seen, the limiting contrast 
is 2.2%. This procedure, however, is rather subjective and the result depends on the observer, the noise, 
the contrast loss due to scatter and window level. For the energy range used here, it is common to see 11 
or 12 discs, i.e. down to a contrast of about 3%.  
Figure 16 (left panel) shows an image acquired with OBI at 45kV. 13 discs can be identified, 
corresponding to a contrast of 2.2%.  

The recommendation 16, point 4.1.3, states a tolerance of 3% which corresponds in our case to 12 discs 
(11 discs→3.2%, 12 discs→2.7%).  
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Figure 16. 45kV OBI image (left) and low level contrast analysis (right) 

To reduce as much as possible the subjective side of the standard procedure, this procedure is automated 
in QUALimagiQ, but needs to be calibrated once to the eye of the observer. When calibrating the routine, 
the first step is to find the best window level that will be used in all the future measurements. The second 
step is to tell the software how many discs the observer has counted, which allows to associate a 
corresponding contrast value to each particular disc. Figure 16, right panel shows the various masks 
(signal and background) applied on each disc together with the pixel values measured in all ROIs. The 
advantage of this procedure is that for future measurements the number of visible discs will not depend on 
the observer anymore.     
The number of detected discs over the period of observation is shown in Figure 17. The contrast is stable 
around a value of 13 visible discs (13.4±0.8, 13.1±0.5, 13.3±0.7 for 45, 70 and 90kV, respectively) and 
seldom reaches the recommendation 16 tolerance of 12 discs. There is no obvious energy dependence. 
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Figure 17. Number of discs observed in the image of the TOR18FG phantom as a function of time 

A different measurement of the contrast is made using the lead (high density) and copper plates (low 
density) of the phantom (Figure 18). The objects of about 1 cm diameter are located inside a square of 
about 2.5 cm. The background measurement is taken in the square around the circular object. The contrast 
is then defined  

using the average pixel intensities in the ROIs. 
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The evolution of contrast with time is presented in Figure 18. For 45kV, the detector saturates for the high 
density object and no value of the contrast could be measured.  

The contrast was constant over the period of observation, apart from a drop of about 10% of the 90kV 
curve for the high density object, which is under investigation.   

Figure 18. Contrast as a function of time (left), the lower 3 curves are for the low density object while the 
dotted lines are for the high density object (the 45kV curve is missing due to detector saturation). The 

positions of the objects are shown on the right. In the zoom on the high density object (upper panel), the 
window/level was adapted 

c) Homogeneity
The outer rim of the TOR18FG phantom is divided in 24 ROIs, one every 15° (Figure 19, left panel). The 
average pixel intensities in each circular ROI is computed and plotted as a function of the ROI position on 
the circle (Figure 19, right panel). The sinus-like shape of the curve is explained by the Heel effect. From 
the curve, the maximum and minimum intensities I are found and the homogeneity is computed with 

During the observation period, the homogeneity was stable with time with fluctuations of 8.1% for 45kV, 
4.8% for 70kV and 7.9% for 90kV, i.e. inside the 10% tolerance of point 4.1.5 of recommendation 16. 

d) Noise
To measure the noise, four ROIs are defined at 90° intervals on the outer rim of the TOR18FG phantom 
and the standard deviation of the pixel intensities is measured in each of them. The noise is defined as the 
average value of the standard deviation in the 4 ROIs. The signal to noise ratio is found by dividing the 
noise by the average value of the pixel intensities in each ROI, it is of the order of 233 for 45kV, 71 for 
70 kV and 67 for 90 kV. The fluctuation of the noise parameter over the period of observation is 3.5% for 
45 kV, 4.1% for 70 kV and 5.6% for 90kV. This test complies with point 4.1.4 of recommendation 16 
(tolerance 10% baseline). 

More tests are included in the OBI QA program with QUALimagiQ and include the mechanical position 
tests such as the panel alignment, source-imager distance etc. They are described in II.C.3 in [2] and point 
3.3 of recommendation 16 from SGSMP.  
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Figure 19. Positions of the ROIs (white arrow) for the homogeneity measurement on the TOR18FG 
phantom (left) and average pixel intensities as a function of ROI position (right)  

Discussion 
Thanks to the high resolution of the amorphous silicon detectors, the QA tools based on portal images 
allow the medical physicist to measure physical parameters with high precision (e.g. all MLC leaf 
positions to the tenth of mm). Out of the large amount of outputs produced by the software the relevant 
and meaningful information needs to be carefully selected. For a quick and easy overview, QUALimagiQ 
produces after each analysis a list of all parameters outside tolerance. While the configuration of such 
tests and tolerances requires some substantial efforts and the competences of a qualified medical 
physicist, data acquisition and the handling of the software proved to be quick and very easy in routine 
use.  
During the 5 months of observation, data were acquired once per week and allowed us to quantify the 
amplitude and frequency of variability of the various parameters under test. For the MLC and OBI 
modules, the most interesting results were that  

- the deviations of the MLC leaves positions to their expected positions were measured down to the 
tenth of mm, fluctuation are depending on the field size but were of the order of about 0.3mm; 

- we studied the evolution of the distance between the crosshair rotation axis and the MLC rotation 
axis and found 0.4 ± 0.1mm. This value was compared to the evolution of the distance between 
the crosshair rotation axis and the jaw rotation axis, we found 0.3 ± 0.1mm for the latter; 

- QUALimagiQ provide a very graphical way to evaluate the inter- and intra-leaf leakage, it is thus 
possible to localize the position of a maximum in the inter-leaf leakage for example; 

- the leaf bank sagging due to gravitation was 0.6mm maximum and the individual leaf sagging 
was negligible; 

- the high spatial resolution of the OBI measured with MTF was very stable (± 0.4 lp/mm above 20 
lp/mm); 

- the contrast measurement was made independent of observer and was stable (roughly 13±1disc). 

To conclude, the QA software QUALimagiQ facilitates in an ideal way many of the tests required by the 
SSRMP recommendations 11 and 16.  

This work has been funded by the Beaumont-Stiftung, Biel. 
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Introduction 
Today IMRT is used mainly for photon beams. However, for superficial tumours such as breast cancer, a 
photon IMRT treatment has some drawbacks due to large dose depositions in the lung and the heart. 
Alternatively, the application of intensity modulated electron beams using a photon MLC is proposed. A 
well established method for treatment planning of electrons is the Monte Carlo (MC) method. Thus, in a 
first step this work aims in the implementation of the photon MLC into BEAMnrc [1]. Furthermore, dose 
distributions for electron beams with a photon MLC calculated either with DOSXYZnrc [2] or the Swiss 
Monte Carlo Plan (SMCP) [3] using EGSnrc and VMC++ respectively are compared.  

Material and Methods 
In a first step the head of a Varian Clinac 2300C/D linear accelerator was simulated with the BEAMnrc 
package for different energy applicator combinations: 4, 6, 9. 12, 16, 20 MeV and 6x6, 10x10, 15x15, 
20x20 and 25x25 cm2 applicators. For each energy applicator combination two phase space (PS) files 
were generated: one directly above the secondary collimator jaws and one directly below the applicator. 
The latter PS file together with the dose calculation engine DOSXYZnrc were used to calculate dose 
distributions in a water phantom at a source to surface distance (SSD) of 100 cm. These dose distributions 
have been compared with measurements in order to determine suitable input parameters (mean energy 
and radius of the initial electron beam) for the MC simulations. Based on this reliable beam model, the 
applicators were removed and the MLC component was added to the BEAMnrc package. Simulated dose 
distributions for several energy applicator combinations and different MLC patterns using DOSXYZnrc 
at an SSD of 70 cm were compared with the corresponding measurements in a water tank. Alternatively, 
these dose distributions were simulated using the SMCP which has the photon MLC already available. In 
this case the dose distribution was calculated using VMC++ as particle transport and the PS above the 
secondary collimator jaws as input source. The dose distributions are compared with measurements and 
those calculated using BEAMnrc/DOSXYZnrc. 

Results 

Suitable input parameters were determined for the initial electron beams. The calculated and measured 
dose distributions in water at an SSD of 100 cm agree within 2% or 2 mm for all energy applicator 
combinations considered. Figure 1 shows the depth dose and dose profile comparisons for a 15x15cm2 
applicator for an energy of 6 MeV and 20 MeV. 
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Figure1: Calculated and measured percentage depth dose curves (upper plots) and dose profiles (lower 
plots)  for 6 MeV (left) and 20 MeV (right) for a 15x15 cm2 applicator. The dots refer to the 
measurements and the solid lines to the BEAMnrc calculations, respectively.  

Good agreement has been found between the calculated (DOSXYZnrc) and measured dose distribution 
for the MLC fields at an SSD of 70 cm. Also a good agreement was found between dose distributions 
calculated using DOSXYZnrc and SMCP respectively for the MLC fields. The comparison between the 
measurements and both MC calculations for 20 MeV and the MLC forming a 10x10cm2 field is shown in 
figure 2. 

Figure2: Calculated and measured inplane (left) and crossplane (right) dose profiles for 20 MeV and the 
MLC forming a 10x10cm2 field at an SSD of 70 cm. The dots refer to the measurements and the solid lines 
to the BEAMnrc (red) and SMCP (green) calculations, respectively.  
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Discussion 
The linac was successfully implemented into BEAMnrc. The good agreement between the measured and 
calculated dose distributions for the beam model with the photon MLC demonstrates that the photon 
MLC can also be simulated for electron beams. Furthermore, the results suggest that using SMCP 
together with VMC++ allow treatment planning for electron radiotherapy using a photon MLC. This 
work was supported by Varian Medical Systems. 
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Introduction 
Radiation therapy is constantly improved by new technical developments. Recently a new MLC, the 
High Definition (HD) MLC (Varian Medical Systems), was commercialized providing high resolution 
in the center section of the treatment field. Since the HD-MLC changes the radiation field, it is 
important to accurately characterize the new HD-MLC for treatment planning purposes.  
Monte Carlo techniques are regarded as a highly accurate method to compute dose distributions in 
radiation therapy. Furthermore, this technique is suitable to characterize the HD-MLC with respect to 
quantities which cannot be directly measured as e.g. energy distributions.  
Thus, the aim of this work is to investigate the characteristics of the HD-MLC using Monte Carlo 
(MC) methods. 

Material and Methods 
Based on the information of the MC package for the HD-MLC from Varian, the HD-MLC was 
implemented into an already existing MC environment, the Swiss MC Plan (SMCP) [1]. The HD-
MLC consists of 2x32 inner leaves with a leaf width of 2.5 mm and 2x28 outer leaves with a leaf 
width of 5.0 mm. The implementation has been configured by adjusting the physical density and the 
air gap between adjacent leaves in order to match transmission measurements for the 6 and 15 MV 
photon beams of a Novalis TX. The transmission measurements have been performed with gafchromic 
films in a sold water phantom at a source to surface distance (SSD) of 95 cm at a depth of 5 cm. 
Additionally, the transmission has been measured with an ionization chamber. The implementation 
was validated by comparing penumbra measurements (80%-20%) for different field sizes each at 
several depths in water with those resulting from MC simulations for 6 and 15 MV. The penumbra 
measurements have been performed at an SSD of 100 cm using a diamond detector in a water tank. 
The validated implementation of the HD-MLC has been used for its physical characterization. For this 
purpose, phase space (PS) files have been generated below the fully closed MLC of a 40x22 cm2 field 
size for 6 and 15 MV, respectively. The phase space files have been analyzed in terms of energy 
spectra, mean energy, fluence and energy fluence in the direction perpendicular to the MLC leaves and 
have been compared with the corresponding data using the well established Varian 80 leaf MLC. 

Results 
Figure 1 shows the boundaries of the implemented HD-MLC geometry. 
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Figure 1: On the left: a view of the boundaries of the HDMLC for the very detailed 
implementation. On the right: a view showing the shape of the leaf end. The 
implementation of the screw holes is shown for all leaves. 

The MC simulation of the configured HD-MLC lead to transmission values of 1.25% and 1.34% for 
the 6 and 15 MV beam, respectively. The corresponding ionization chamber measurements result in a 
transmission of 1.20% and 1.35%. Good agreement has also been found for the comparison between 
transmissions profiles resulting from MC simulations and film measurements for both beam energies 
as can be seen in Figure 2.  

Figure 2: Comparison between measured and calculated transmission profiles using the 
configured HD-MLC within SMCP. 

The simulated and measured values for the penumbra agreed within <0.5 mm for all field sizes, depths 
and beam energies. The energy spectrum and the mean energy are almost identical for the two MLCs. 
However, the fluence and energy fluence are significantly different. As an example the fluence 
distributions are depicted in Figure 3 for both beam energies.  
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Figure 3: Particle fluence distributions of the two MLCs perpendicular to the leaves. 
Left: 6 MV and right: 15 MV. 

Due to the different leaf widths of the two MLCs, the shape of these distributions is different; each 
representing its leave structure. Due to the increase in width from the inner to the outer HD-MLC 
leaves, the fluence and energy fluence distributions clearly decreases below the outer leaves. The 80 
leaf MLC leads to an increase of the fluence and energy fluence by a factor of about 1.5 compared 
with those resulted for the HD-MLC. 

Discussion 
The HD-MLC has been successfully implemented into the SMCP. Comparisons between MC 
calculations and measurements show very good agreement. The PS analysis demonstrates that the 
lower transmission compared with the 80 leaf MLC is due to the reduction of the transmission fluence. 
The SMCP is now able to calculate accurate dose distributions for treatment plans using the HD-MLC. 
This work was supported by Varian Medical Systems. 
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Introduction 
For HDR treatment plans the TG43 formalism is commonly used for dose calculation [1]. However, 
the accuracy might be limited in certain conditions such as near the body contours. Alternatively, 
Monte Carlo (MC) methods can be used to calculate the dose distributions very accurately. In this 
work, the Swiss Monte Carlo Plan (SMCP) [2] environment has been extended to calculate dose 
distributions of HDR treatment plans.  
Material and Methods 
In a previous work, the implementation of the HDR source microSelectron V2 into the SMCP has 
been validated [3]. In the current study this implementation has been extended in order to allow dose 
calculations on patient CT data. For this purpose, patient data (DICOM CT) as well as plan data 
(DICOM RP) are exported from the treatment planning system Oncentra Masterplan (Brachy, V 3.3 
SP 1) via DICOM export. With the exported CT slices and a customized conversion curve (physical 
density vs. HU), a voxel phantom is generated, where coordinates, composition and density of each 
voxel are stored. Source positions, treatment times as well as the total reference air kerma (TRAK) are 
extracted from the exported DICOM patient plan. The TRAK is used for the normalization of the MC 
calculated dose distributions. This procedure has been validated by comparing dose distributions 
calculated in a large water phantom (Figure 1) using SMCP with dose distributions in the same 
phantom predicted by the TG43-based HDR treatment planning system. 

Figure 1: Design of the validation plan 
consisting of five dwell positions with 
different dwell times. This plan has been 
calculated in a 30x30x30cm3 homogeneous 
water phantom.   

Furthermore, HDR patient plans have been recalculated within the SMCP environment and results 
have been compared with results from the treatment planning system.  
Results 
For the HDR brachytherapy source microSelectron V2 of Nucletron, a normalization factor N = (8.780 
± 0.070)*1010 *TRAK [# particles] has been determined. This factor converts the simulated doses per 
emitted photon in absolute dose values.  
Dose distributions calculated in the water phantom with both SMCP and the TG43-based HDR 
treatment planning system agree within 0.5% relative to Dref (= 10Gy) for r ≥ 5mm (Figure 2).  
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Figure 2: Results of the comparison of the dose distribution 
calculated in the validation phantom using SMCP with the dose 
distribution in the same phantom predicted by the TG43-based 
HDR treatment planning system.  

 
Dose distributions calculated according to the TG43 formalism report absorbed dose to water, while 
MC dose distributions are expressed in dose to medium. For dose calculation comparisons, dose 
distributions calculated with MC have been converted to dose to water according to [4]. Simulations in 
patients using SMCP highlight limitations of dose calculations using the TG43 formalism, particularly 
at the patient surface and in inhomogeneous regions (Figure 3). In the case of breast treatments, 
deviations of up to 3% (relative to Dref = 4Gy) have been observed 

 
Figure 3: Comparison between the dose distribution 
calculated according to the TG43 formalism and the 
dose distributions calculated in the SMCP 
environment. Dose distribution calculated in the 
SMCP environment has been converted to dose to 
water according to [4].  

Discussion 
The MC based dose calculation for brachytherapy within the SMCP is a powerful tool to highlight 
limitations in the dose prediction of today's treatment planning systems, based on the TG43 formalism, 
which do not take inhomogeneities and body outline into account.  
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Introduction  
Knowledge of geometrical uncertainties in radiotherapy is steadily increasing. Numerous publications 
have presented data on the accuracy of target volume delineation, organ motion, and setup uncertainty for 
IMRT radiotherapy. Recently RapidArc (Varian Medical Systems) has been introduced as a new 
treatment technique for radiotherapy. RapidArc treatment delivery is very efficient and could improve 
current limitations which are associated with patient and organ motion. However, RapidArc might be 
sensitive to setup errors due to the highly modulated delivery. Furthermore, for all radiotherapies 
including RapidArc therapies, the goal is to adequately treat the clinical target volume (CTV) respectively 
the cross tumor volume (GTV) in order to reach the aim of the therapy. The definition of the PTV is: 
“The PTV is a geometrical concept, and it is defined to select appropriate beam size and beam 
arrangements, taking into consideration the net effect of oll the possible geometrical variations and 
inaccuracies in order to ensure that the prescribed dose is actually absorbed in the CTV.”[3] 
The aim of this work was to investigate setup errors and to describe their influence on dose distributions.  

Material and Methods  
In this work three different setup error types have been investigated: 
 Head rotation in direction of the gantry angle (3° and 4°): This error stays for all treatment fractions

equal. They were generated by changing the Gantry rotation in the Dicom file.
 Random setup errors (3D isotropic Gaussian distribution with σ of 3 and 5 mm): This error occurs in

all treatment fractions and is stochastically distributed.
 Systematic setup errors (∑ of 3 and 5 mm): This error is determined once and stays equal for all

fractions.
It is expected that the systematic errors and the head rotation lead to a displacement of the dose 
distribution with respect to the CTV respectively GTV, while the random setup errors leads to a blurring 
of the dose distribution (Fig. 1).  

  Fig. 1. Schematic drawing of the impacts [2] 

These error types have been investigated for two head and neck RapidArc plans each using 2 arcs 
(Fig. 2).  
The dose distributions for the original plans as well as for the plans with the introduced errors have been 
calculated using the Swiss Monte Carlo Plan (SMCP) [1].  
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Patient 1 Patient 2 
Fig. 2. The two RapidArc plans including some structures. On the left without on the right with the dose distribution 
included  

For this purpose a graphical user interface (GUI)-based photon Monte Carlo environment was used within 
SMCP. Important for this work is that it is possible to generate random and systematic setup errors within 
SMCP. Furthermore, the SMCP is interfaced with the treatment planning System Eclipse and this gives 
the possibility to compare the calculated dose distributions in Eclipse.   
To provide a flexible MC environment, the MC particle transport has been split into three different parts: 
the source, beam modifiers and the patient. Figure 3 shows the flow of the SMCP framework.  

  Fig. 3. Schematic flow of the SMCP framework for RapidArc 

For generating the described errors the research tab of the GUI user interface has been used (Fig. 4).   
In this tab the patient specific parameters can be defined. For example, to generate an isotropic random 
setup error of σ = 3mm 0.3 is written in the Sigma-fields (Fig. 4 (2)). Therefore, it is very simple with 
SMCP to generate a random setup error (for example for 27 fractions), because only one simulation is 
necessary, since each particle is shifted according to the specified normal distribution.  

To investigate the impact of the three error types on the dose distributions, different criterions for the 
target volumes and the organ at risks have been analysed: isodose distributions, Dmax respectively D2%, 
Dmin respectively D98%, Dmean, D30%, D60%, homogeneity (HI), and a 3D gamma analysis. 

Figure 5 shows a summary of the procedure used. 
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   Fig. 4. The research tab of the MC GUI includes two main parts: the research settings (left) and the 
   movement settings (right)  

  Fig. 5. Procedure summary 

Results  
The random setup errors produce a blurring of the dose distributions, while the two systematic errors 
(head rotation and systematic setup error) cause a shift of the dose distributions (Fig. 6). In addition, it is 
noticeable that the errors cause a decreasing of the dose in the PTV region except for the head rotations. 
However, the dose reduction is not observable in the GTV region (Fig. 6).  
All introduced errors lead to dose differences: for the random setup errors between -14% and +8% and  
-24% and +8%, for the systematic random errors between -37% and +11% and -53% and 12% and for the 
head rotation between -18.5% and +7.4% and -25% and +22% of the prescribed dose (Fig. 7). Random 
setup errors cause a reduction of the dose and homogeneity in the PTV region, but not in the GTV region. 
This effect is also observed for the systematic setup error, while it has not been noticed for the rotation 
errors (Fig. 7). For the organs at risk increased dose values have been found for those structures close to 
the PTV (Fig. 8).  

(1) Generate systematic 
setup errors 

(2) Generate random 
setup errors 

(3) Import  
Beam data 

44



Random setup errors 

Systematic setup errors 

Head rotation errors 

   Fig. 6. Dose distributions for the investigated errors (PTV region red, 95% Isodose green) 
   The values in parentheses are related to the prescribed dose (54 Gy) 
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           Fig. 7. Dose difference range and homogeneity for the investigated errors  
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Random setup errors 
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 Fig. 8. Dose profile comparisons of the investigated errors for the myelon region 
 (original red, the largest error green)  
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Discussion 
With SMCP it is possible to generate the three types of setup errors and to study the impact of these errors 
on the dose distributions. The effect of setup errors cannot be neglected in RapidArc treatment, although 
so far only two plans have been investigated. The impact of systematic errors (head rotation, systematic 
setup errors) is much larger than the impact of random setup errors. The results of this study might 
depend on the geometry of the considered patients, the uncertainty of the dose calculation in the SMCP or 
the selected margins for the RapidArc plans. Furthermore the same study should be performed for IMRT 
cases in order to put the results of the current study into perspective.  

Van Herk et al. [2] suggest changing the definition of the PTV:  
„In our opinion, the definition of PTV should therefore be modified and be: The PTV is the volume, 
defined in treatment room coordinates, to which the prescribed dose must be delivered in order to obtain a 
clinically acceptable and specified probability that the prescribed dose is actually received by the CTV, 
which has an uncertain location. 
To compute this probability, accurate statistics of all errors in the treatment chain should be known. 
Because the margin for treatment preparation (systematic) errors is much larger than the margins for 
treatment execution (random) variations, particularly all preparation errors must be studied in details.“ 
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Introduction 
Introducing IMRT in clinics lead to more time consuming quality assurance (QA), especially before 

IMRT treatment starts. One part of the pretreatment QA is the independent monitor units (MU) check 

for the IMRT fields. Different solutions exist to perform such a check, either a measurement can be 

done (EPID, film, ionization chamber, diode array) or the MUs can be calculated independently. The 

goal of this work was to implement a fast, independent and flexible 2D dose calculation in water to 

reduce machine time for patient specific QA and to be independent of a commercially available 

product.  

 

Material and Methods 
A convolution model has been implemented in IDL™ 

[1] 
which needs only the information of the leaf 

positions at the applied MU fraction (segments) for the IMRT field - sliding window or step and shoot 

technique - to calculate a 2D dose distribution in water at a depth perpendicular to the beam direction. 

The model consists of a leaf kernel, transmission, calibration depth factor and a tongue and groove 

parameter as shown in the following equation:  
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p(x,y,d)    dose at coordinates (x,y) in the dose plane             

|x|slope1

1
k(x)

⋅−
=   refers to a leaf kernel 

[2]
 (see Figure 1) 

Ds(x,y)    open beam per MLC segment s  

Ts(x,y), Gs(x,y)    tongue and groove values per MLC segment s  

Tms(x,y)   transmission per MLC segment s  

tf    beam quality depending transmission factor  

g(x,y)    scatter occurring in the water  

N    number of segments used for the calculation  

c(d)    PDD value of a 10x10cm
2
 field at depth d  

 

Hereby D(x,y), Tm(x,y) and N are all taken out of the MLC file for the IMRT field. c(d) is obtained 

from an absolute dose measurement at depth d and at the SSD used for IMRT QA. The factor tf 

corresponds to the mean leaf transmission for the beam quality used and is measured during 

commissioning. The values for T(x,y) and G(x,y) can be derived from a picket fence measurement.  

To determine the parameters slope and the size of the Gaussian function, a dynamically applied slit 

(5mm) measurement using the IMRT QA setup has to be performed.  

Using an optimized parameter set 26 patients with a total of 154 IMRT fields (6MV and 15MV) were 

used to calculate 2D dose distributions at the depth of 7.35 cm and at a SSD of 92.65 cm.  

 

 

 
Figure 1: Visualisation of a leaf kernel function for a closed leaf pair at 

central axis
 [2]
.  
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Results 
The calculation time for an IMRT field was less than one second on a standard desktop PC. All 154 

resulting dose distributions were compared with TPS calculated dose distributions using the gamma 

analysis with criterions of 3% of the maximum field dose and 3 mm. Only points with a dose higher 

than 10% of the maximum dose of the field were analyzed. The gamma analyses lead to a passing rate 

of 98.7% of the voxel (range: 93% – 100%).  

Figure 2 shows an example of the IDL implementation. 

Figure 2: Comparison of model calculation (MOCA) versus TPS calculation (ECLIPSE) in IDL. A dose 

difference map as well as a horizontal and vertical profile are shown below the calculated 2D dose distributions. 

The example shows a calculation result for a Varian HD MLC IMRT field using the sliding window technique.  

Discussion 
A very fast and independent 2D dose calculation model is presented. Good agreement between model 

calculations and TPS calculations for 2D dose distributions in water was obtained.  

Model calculations can be compared to TPS calculations for patient specific QA purposes. Machine 

QA has still to be done regularly, but not on patient specific data.  
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Introduction 
Unlike the pixel standard deviation, the noise power spectrum (NPS) takes into account both the 
magnitude and the spatial frequency content of the noise related to a particular computed tomography 
(CT) protocol. However, although the NPS is being used more and more to assess the noise properties of 
multidetector (MD) and cone-beam (CB) CTs, no standardized 3D NPS methods have been proposed yet 
[1]. The purpose of this work is to show the parameters that influence the NPS assessment and to present 
the potential of such a tool. Simulated and measured NPS were computed while varying the number of 
measured noise volumes as well as the size and the overlap of the volume of interest (VOI). Effects of the 
background and the stationarity of the images were also investigated. Finally, based on these 
considerations, the best trade-off to obtain a robust 3D NPS was discussed. 

Material and Methods 
Measurements were performed on a homogenous phantom (25 cm in diameter and 30 cm long) using a 
64-MDCT scanner with a tube voltage of 120 kVp and a CTDIvol of 50 mGy. Image reconstruction was 
performed with the standard reconstruction filter and a matrix size of 5122 pixels. The noise volumes 
were then simply formed by successive CT images stacked along the z direction.  
Simulations were carried out using an in-house program written in MATLAB 7.7 (Mathworks, USA).  

Results 
The size of the VOI affects the accuracy of the method. By reducing the VOI size, low frequencies are cut 
off leading to significant errors on the low frequency range as shown in Figure 1. While a VOI overlap of 
a quarter of VOI length slightly reduces the statistical fluctuations affecting the NPS curve, a NPS 
measurement based on repeating volume acquisitions lead to a strong reduction of the statistical 
fluctuations on the NPS curve. Effect of the background also plays a major role and should be removed 
from the VOI using an adapted linear plane instead of a constant one. Because in most cases the image 
noise is not spatially invariant (Fig. 2), the concept of global NPS should be replaced by the concept of a 
local NPS.  

Fig. 1: Average radial profiles and coronal profiles obtained from the axial and coronal projections of a 3D NPS, 
respectively (see Figure 1). The 3D NPS were computed from a 2563 pixel simulated noise volume. Small VOI sizes produce 
NPS curves far from the reference given by the filter whereas a VOI size between 643 and 1283 pixels leads to an accurate 
estimation of the NPS.   
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Discussion 
While the NPS computation requires stricter conditions 
than the ones for the standard deviation, it provides a 
basis for a better objective and quantitative evaluation of 
image quality. To measure the NPS metric in a volume 
made from 512x512 pixel images, a VOI size of 643 or 
1283 pixels is recommended. Moreover, to significantly 
reduce the statistical fluctuations produced by quantum 
noise, more than one acquisition should be performed. 
Good results were obtained using three identical 
acquisitions leading to three noise volumes. 
 
As shown in recent papers [2, 3], the 3D NPS metric is 
used to compute model observers based on 3D 
diagnostic task and predict the performance of CBCT 
scanners and tomosynthesis systems. However, an 
accurate and reliable detectability index could be only 
carried out if the 3D metrics are properly computed. This 
work emphasizes the importance of defining a 
standardization method for image quality metrics.   
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Fig. 2: Axial projection of a 3D NPS as a function 
of the position. The 3D NPS was produced using a 
commercial 64-MDCT scanner. (a) VOI positions in 
the CT noise volume and NPS computed from (b) 
position 2, (c) from position 1 and (d) from position 
3.  
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Introduction 
Dynamic imaging aims at quantifying the change of the biodistribution of a physiological agent in the 
body. The shape of the time-concentration curve of a contrast agent for different tissues or organs can 
then be used to tell if they behave normally by comparing the shape to kinetic models. Dynamic imaging 
is a fairly complex technique. In order to receive quantitative analysis tool, dynamic imaging requires an 
validation. This is challenging as there is a lack of absolute truth of flow rates and transfer coefficients of 
the involved tissues. The main goal of this work therefore was to develop a phantom with well defined 
and reproducible flow characteristics that is able to simulate clinically relevant contrast dynamics. In 
addition a spatio-temporal compartment model was implemented to predict the output functions of the 
phantom. 

Material and Methods 
The flow phantom consists of cylinder made of ABS plastics with an embedded coil of tubing called the 
‘snake’ which has ten holes drilled into it. The fluid enters the phantom through the snake, diffuses into 
the cylinder and exits the system through two different outputs, connected to the snake and the cylinder 
respectively. Depending on the positions of the valves on the two outputs, the phantom generates a certain 
split ratio of one input flow rate into two output flow rates which can also be measured. In this study the 
split ratio was measured for several positions of valves on the two outputs by which different output flow 
rate functions were created. For the measurement of the time-concentration curves a contrast agent 
(iodine) was added to the glycerol flow system and a dynamic CT scan was performed. Using AMIRA 
(Visage Systems, Andover, MA) and MATLAB (Mathworks, Inc., Natick, Massachusetts) the time-
concentration curves for different regions in the phantom were calculated. The spatio-temporal 
compartment model was split into an input function model and an output function model. In order to test 
the performance of the output function model the measured input curves were used as an input for the 
model. The resulting output functions from the compartment model were then compared with the 
measured output functions. Finally, a clinical arterial input function was applied for which the parameters 
of the system (flow rate, contrast concentration, valve positions) have been tuned in order to match the 
clinical output function as.  

Results 
The measurements of the split ratio showed that the split ratio does not depend on the input flow rate. 
Figure 1 shows that the comparison of the measured split ratio for the different valve positions with the 
compartment model predictions a better agreement for high flow rates (a) than for low flow rates (b) 
which is due to the fact that the mixture becomes more homogeneous for high flow rates. In general the 
output functions could be predicted well.  
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Figure 1: Predicted (solid) and measured (dash-dotted) output curves for two different setups. Since the 
measured input (green) curves were taken as input for the model, the input of the predicted and the 
measured curve  are identical. The lower flow rates in the setup b) lead to worse output curves.    

Comparing the clinical situation, the predicted and the measured output functions agreed very well. 
Although some differences exist when predicted and measured input functions are compared, the results 
demonstrate the feasibility of the model and that the parameters for the input function model are not yet 
optimal. The predicted and the measured output functions matched very well.  

Discussion 
The existing phantom is able to generate clinical relevant input and output functions. Combined with the 
spatio-temporal compartment model the different setup settings to mimick a given function can be 
determined. However, there exist still some differences when compared with clinical output, as the liver 
is a highly complex organ whereas the phantom is just a simple two-compartment model. Future projects 
will improve the input function model and potential applications in PET imaging. 

  (a)       (b) 
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Introduction 
Intraoperative MR-imaging is used in brain tumor surgery to achieve safe and optimal tumor removal. 
Damage of functional eloquent brain areas should be avoided to protect the patient from any surgical-
induced harm. With functional magnetic resonance imaging (fMRI) it is possible to detect functional 
areas of the brain, including anatomical information of an individual patient. This is crucial for e.g. 
localization of Broca and Wernicke areas. However, intraoperative brain shifts after craniotomy might 
result in an increasing inaccuracy of neuronavigation tools. The PoleStar Surgical MRI (Medtronic, 
Inc.) system is an intra-operative MRI image guidance system providing 3D visualization imaging for 
navigated surgery. We present how pre-operative fMRI (laid on top of an anatomical scan) was 
determining the entry point for the craniotomy and navigation was based on both, pre-operative MR 
examination as well as intraoperative T2w PoleStar images.  

Material and Methods 
A 34-year-old patient presenting with a left parietooccipital Oligoastrocytoma (WHO II) underwent a 
MR examination including three fMRI tasks (linguistic and two motoric tasks) as well as anatomical 
scan (3D T2 space, TR=3200ms, TE=379ms, voxel size 1x1x1, flip angle 120o). Language function 
was activated using word generation task, right hand and foot functions were tested in separate 
motoric tasks. Block designed blood oxygenation level dependent (BOLD) [1] fMRIs were applied to 
the patient using the 1.5T Siemens Avanto scanner. BOLD-clusters were assessed individually for 
anatomical localization (Fig. 1). fMRI was performed using Echo Planar Imaging sequence (EPI, 
TR=3560ms, TE=50ms, flip angle=90o, voxel size 3x3x3, matrix 64x64). The functional image 
analysis and overlay with anatomical serie were performed using BrainVoyager (BrainInnovationBV, 
Maastricht, The Netherlands). 
During the operation, additional MR scans were performed with PoleStar intraoperative 0.15T MRI 
unit (Medtronics, USA). T2w images were collected using following parameters: (3D FSE, 
TR=3000ms, TE=112ms, TI=20ms, 2 averages, 128x128) (Fig. 2). 

Results 
The Patient was very cooperative during the fMRI data collection, and therefore linguistic and 
functional areas were easy to locate (Fig. 1). Preoperative and intraoperative nonenhanced 
PoleStar scans showed the tumor, and its relationship to critical structures (Fig. 2).  
Preoperative MRI showed a good correlation between the intraoperative MR images during the 
navigation. It was therefore possible for the surgeon to resect the tumor using as navigation tool the 
intraoperative MRI which included the activation areas acquired in the preoperative fMRI scans. This 
technique allowed the surgeon to avoid injury of the preoperative documented eloquent brain areas. 
The intraoperative images allowed for correction of the location of functional areas toward the partly 
collapsed and shifted resection site. 
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Figure 1. Linguistic test activated (A) Broca and (B) Wernicke areas. (C) Right hand and (D) right 
foot functional areas of the patient are also presented.  

Figure 2. (A-B) Preoperative axial non-enhanced MRI showing the tumor location.  

Discussion 
The presented fMRI+intraoperative MR navigation protocol provides a method to localize the Broca 
and the Wernicke areas during the operation and at the same time to be accurate on the navigation. We 
have shown a method how to register a functional region and map it on the anatomical data set. This 
serves two purposes: first to choose a safe surgical resection strategy and second, to provide 
information about the eloquent points of brain activation while neuronavigation. There is a publication 
available on this topic [2], however, we presented the first report using the PoleStar system. Further 
studies are needed to investigate the fusion possibility of intraoperative MRs and preoperative fMRI, 
as well their accuracy and shape distortion possibilities.  
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Introduction 

Some solid tumours exhibit enhanced radio-sensitivity at very low doses [1,2]. These 

observations may have limited importance for clinical radio-oncology, however, could 

provide interesting cases for exploring the dynamics of cellular repair mechanism. The low 

dose hypersensitivity indicates a dose dependent activation of some repair pathways. In the 

following, a mathematical framework to model low dose hypersensitivity is presented. 

Materials and Methods 

The model formulation (Γ- Model) is based on two differential equations describing the 

radiation induced reduction of normal tumour cells
1

N and the recovery of lethally damaged 

cells 
2

N (with the dose rate R and the coefficients for radio-sensitivity α):  

1

1 2
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Γ  is a dose equivalent, which is described by the following kinetic model [3]: 
2/d dt RΓ γΓ= − . The term 

2
( , )NΘ Γ  describes an additional, dose dependent repair me-

chanism with a characteristic dose equivalent 
c

Γ :  
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This approach can be justified by an activation of the additional repair process, which oc-

curs for each cell at a different threshold dose [4]. It is assumed, that these thresholds can 

be characterized by a probability distribution with the maximum value
c

Γ . The parameters 

α and 
c

Γ  can be determined directly from the logarithmic diagram (logS) of the surviving 

fraction 
1 1
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The dose threshold 
c

Γ can be estimated from the local maximum (shoulder) of log S , if 

low dose hypersensitivity appears. The parametersϑ  and κ  can be used for fitting experi-

mental data. The final slope of the logS – curve is determined by the equilibrium of the 

dose equivalent /eq RΓ γ= . For this equilibrium condition, the following system of first 

order ODL results: 
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(5) 

The final slope of the logS – curve is linear and dose rate dependent since the Eigen-

values of the system Eq. (5) are: 
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Results 

The differential equations are solved numerically by using a Runge-Kutta-algorithm.  The 

results reveal a good agreement with experimental data (Fig.1). The logS – curve shows the 

typical pattern for low dose hypersensitivity. 
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Fig.1. Comparison of the proposed Γ- Model with the model of Guirado Lllorente et al., the IR-

Model and experimental data (irradiated multi cellular spheroids of breast cancer MCF-7 cell line) 

[4]; Parameters: -12.5 Gyα = , -1 10.729 Gy minγ −= , 0.6 Gy
C

Γ = , -214 Gyκ = , -120.833 minϑ = . 
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Discussion and Conclusions 

In contrast to mathematical fitting-functions without mechanistic background, the proposed 

model formulation using differential equations allows different scenarios for dose depen-

dent enhancement of cellular repair to be distinguished. The model implies that tumour 

cells are eliminated in two steps. Tumour cells (population size 1N ) are converted by 

radiation into cells with sub-lethal damage (population size 2N ). Further irradiation can 

convert these sub-lethal damages into lethal damages. With increasing values of the dose 

equivalent Γ, sub-lethal damaged cells also can be recovered by a dose dependent repair 

mechanism represented by the function 
2

( , )NΘ Γ . The use of the kinetic model for Γ im-

plies, that there are two different repair mechanisms: First, the dose equivalent is fading 

away during and after irradiation. This mechanism is not directly responsible for cell 

survival. Secondly, the dose equivalent is responsible for the activation of the additional 

repair mechanism which reduces the cell killing effect of the αR- dependent term in Eq. (1). 

The dose rate dependency is mediated by the dose equivalent Γ. The proposed Γ- Model 

exhibits for the parameters selected in Fig.1 a similar dose rate dependency between R = 10 

Gy/d and 2000 Gy/d as observed for the LPL- model of Curtis [5], especially when using 

second order kinetics for Γ. Dose rate effects should be investigated in more detail for cell 

lines exhibiting low dose sensitivity. 

In contrast to the IR- (induced repair)- Model [6], both the model of Guirado Llorente 

[4] and the Γ- Model are dealing with a statistically distributed dose threshold. The use of 

the dose equivalent Γ in combination with the probability distribution Eq. (3) is a simplistic 

approach to the repair mechanism, which can be influenced not only by an isolated intra-

cellular repair pathway but also by the intercellular response of surrounding cells. 
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Introduction
Proton  therapy  with  active  scanning  beam  delivery  system  has  significant  advantages  compared  to 
conventional radiotherapy technique.[1,2] By using protons, the delivered dose can be more confined in the 
target and thus the dose to the surrounding tissue can be greatly reduced.[3,4] By using active scanning, 
patient  specific  collimators  and  compensators  are  not  absolutely  necessary,  and  more  flexibility  is 
available to the treatment planning for obtaining highly conformal dose distributions to the target volume. 
However, so far only static targets have been treated in this way, since moving targets potentially lead to 
interplay  effects[5,6],  which  could  deteriorate  the  prescribed  homogeneous  dose  distribution  more 
significantly than conventional radiotherapy. Such interplay effects are due to the non-synchronization 
between two dynamic systems, the active scanning beam delivery and the target motion. As such,  motion 
does not only generate dose blurring, but can also result in hot or cold spots inside of dose distribution. 
These dose inhomogeneities can generally not be solved by the conventional safety margin approach. 
Possible solutions of motion management for particle therapy can be broadly classified into four major 
categories:  motion control  (including breath hold,  forced shallow breathing etc.),  beam gating,  beam 
tracking and rescanning. All of the above techniques require the motion information from both dynamic 
systems. For the active beam, the beam sequence is usually determined by the Treatment Control System, 
and is therefore well known and deterministic. On the other hand, for the moving target, motions can vary 
quite a lot from case to case and even for the same individual. Consequently, in order to calculate the 
expected time resolved 4D dose distribution in the target  volume,  exact  information about  the target 
motion is necessary for 4D treatment planning and for the further optimization of dose distributions in the 
presence of motion.

Material and Methods

I. Motion extraction by using deformable registration
In this study, respiratory liver motion has been extracted from 4DCT data sets by using intensity based 
deformable registration. Firstly, the B-Splines and Demons algorithms [7], have been implemented using 
the ITK toolkit with different combinations of parameters. An Affine transformation can be applied as an 
initial alignment before the main registration. In addition, a liver mask option can be taken into account 
for registration using segmentation. A leave-one-landmark-out test has been used to assess registration 
performance as a function the presence of pre-implanted landmarks. 

II. Evaluation of Registration Performance
In order to evaluate the accuracy of each registration approach or combined approaches, the methods of 
contour-based propagation and landmark-based error tracking have been employed from both qualitative 
and  quantitative  aspects.  The former  method  is  used  to  visually  compare  the  warped  contours  after 
registration to the liver shape in the real image, in order to evaluate the registration accuracy at the liver 
boundary. The latter method is used to quantitatively analyze the registration error by calculating Euclid 
distances between the estimated landmark positions and the real landmark positions in each of the ten 
time phases. In this way, the performance of each approach could be assessed.

III. 4D dose calculation base on the estimated motion
The obtained deformation fields from the above registrations have been used to estimate liver motion, and 
have  been  incorporated  into  our  Treatment  Planning  System for  calculating  time  resolved  4D dose 
distributions.  Both single scanning and eight  times volumetric rescanning have been considered.  The 
results of the dose distribution from these two kinds of motion estimates have then been evaluated and 
compared by using percent dose difference analysis and DVH curves.
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Based on these techniques, the following have been investigated:
• Does the use of a target mask help the registration process?
• Does the use of an initial Affine alignment help the registration process?
• To what extent is the accuracy of the registration process dependent on the use of implanted

markers?
• Which of the deformation algorithms (B-splines or demon) is most suitable for the registration of

liver data from CT images?
• How sensitive are 4D dose calculations on the type registration used?

Results

I. Respiratory liver motion extraction from 4DCT
The best relative registration result for the non-contrast liver CT images has been achieved by using a 
non-masked Demons algorithm with affine transformation as the initial alignment (ADW). Based on the 
landmark error tracking method, the largest registration errors, reaching 8mm, are found at the two end-
inhalation phases (with initial displacement 13mm). For the other eight time phases, the registration errors 
can be nicely controlled below 4.5mm, which is within the dose grid size (5mm) for the dose calculation. 
See Fig.1a.

Fig.1 Registration Error amplitude for different registration methods
(a. Mean error amplitude in time phase; 

b. Box plots<x-axis: algorithm; y-axis:error amplitude in mm>)

In Fig.1-b the results are presented as function of algorithm in the form a box-plots. Each box-plot in the 
figure  represents  a  set  of  time  resolved  errors  in  ten  time  phases  from  one  registration  approach. 
Moreover, as the result of leave-landmark-out test shown in Fig.2, B-splines is quite depended on the the 
presence of landmarks,  especially  when not  using the segmentation option,  while Demons are rarely 
affected. The main challenge for registration algorithm in this application was the generally low contrast 
in the liver CT images, which provides less information and therefore makes registration difficult. 

Fig.2 Leave-landmark-out test: 
Box plots of error amplitude for difference registration methods
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II. Influence of motion to 4D dose calculation
Fig. 3 shows one example of a 4D dose calculation taking into account real non-rigid motion, which is 
obtained using the deformable registration algorithms described above.  The motion files used in this 
experiment have been generated by ADW, the best relative registration method, and for another reference 
technique,  the  B-splines  without  mask.  For  brevity,  we present  the  results  here  for  only  two of  the 
deformation algorithms to illustrate the potential differences.[8] 

a. nominal b-1. single scanning (ADW) b-2. single scanning (BW) b-3. difference for single scanning

                                     
 c-1. x8 rescanning (ADW) c-2.x8 rescanning (BW) c-3.difference for x8 rescanning

Fig. 3 Influence of different motion estimations to 4D dose calculation

Finally, the DVH curves in Fig. 4,  show that the influences from different motion estimations are quite 
significant, if a single scanning approach is used. In this scenario, the local dose differences between two 
estimated motions could be as high as 28% with the majority of points showing differences of 10% or 
more.  However,  when the  rescanning  technique is  applied,  the local  dose difference is  reduced to  a 
maximum of 10%,  with most differences reducing to 2%. 
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Fig. 4 Dose-Volume Histogram and Difference of DVH for different motion scenarios 

Discussion

I. For the liver motion estimation.
Firstly, the results indicate that for CT images of liver, registration accuracy can not be further improved 
by using the target mask option. Since the images generally have small gradients, the information from 
outside of the target region probably favors the registration performance. Secondly, the Demons model is 
best combined with an Affine transformation as initial alignment. In addition, the standard deviation in 
the Gaussian Filter used for regularization has a great influence on the final motion estimation, therefore 
the value should be chosen properly, especially for 4D dose calculation. Thirdly, the performance of the 
B-Splines model is seriously dependent on the presence of the landmarks, so this algorithm also should be 
used carefully, especially when the images are acquired without pre-implanted markers.
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II. For the influences to 4D dose calculation.
We have shown that different registration methods can provide quite different motion estimations. Even 
for the methods which shared a similar error level, the deformation fields are still distinct from each other. 
How seriously the registration method influences the 4D dose calculation and how much the registration 
accuracy  contributes  to  the  correct  dose calculation are  still  open questions  and  should  be analyzed 
further. 
Our preliminary results show however that the influence from the different motion estimations on our 4D 
dose calculation is quite significant if single scanning approach is used, but become relatively small when 
rescanning is applied. Based on our calculations, the rescanning technique seems to be insensitive to 
motion estimations, but more cases should be studied further before addressing this conclusion.

III. Limitation and future work
For the low contrast CT images in the abdominal region, more information from the original images need 
to be obtained to improve deformable registration performance and to decrease registration error. The 
images from 4DCT with a contrast agent could be one of the best solutions, but potential problem might 
be  raised  from  non-synchronized  contrast  injection  during  the  long  image  acquisition  process.  The 
spectrum or dual energy CT could provide better soft tissue resolution, and more detailed structure could 
be  distinguished  directly  from  the  image,  but  the  feasibility  still  needs  to  be  further  evaluated. 
Additionally, the image pre-processing by using contrast enhancement technique might be also worthy of 
looking into.
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Abstract 

Purpose: The Center for Proton Therapy at Paul Scherrer Institut (PSI) is treating cancer patients with an 
active spot scanning technique. So far only static targets are treated, since moving target sites lead to 
interplay effects causing inhomogeneous dose distributions. However, a second generation proton scanning 
Gantry, which is optimized to treat moving targets, is currently under construction at PSI. Thus, the 
treatment of moving target sites is an ongoing project at PSI. We propose a new method for time resolved 
(4D) dose calculations using a deforming dose grid. In addition we investigate a way to generate target
volumes that optimally preserve dose coverage in moving and deforming geometries.  

Methods and Materials: The analytical dose calculation at PSI is capable of simulating each spot 
individually. Depending on gantry properties proton beam spots are delivered in a specific order and 
timeline. Dose calculation is done per spot on a grid of points (dose grid). According to the timestamp of 
each proton beam a displacement and a change in radiological depth is applied to the dose grid points in 
order to take into account movements and deformations of the patient geometry. A tool was developed
that automatically generates appropriate target volumes in the incident of motion. 

Results: Our advanced 4D dose calculation could reproduce the expected interplay pattern due to motion. 
Furthermore anticipated target dose misses due to density changes in the beam path were reflected in the 
calculated dose distributions.  

Conclusion: It was shown that the use of a deforming dose grid is a feasible alternative to the common 
approach of warping time resolved dose distributions to a reference phase. Advanced 4D proton dose 
calculations emphasize the necessity to use appropriate target volumes. We showed that the employment 
of the proposed range adapted volumes assured target dose coverage in the incident of motion and 
deformation.  

1 Introduction  

1.1 Organ motion and 4D treatment planning 

Up to date only stationary targets have been treated with scanned proton beams at PSI. With an active spot 
scanning technique the motion of the beam will interfere with the motion inside the patient leading to so 
called interplay effects resulting in hot and cold spots in the dose distribution [Philips_1992], 
[Lambert_2005], [Bert_2008], [Seco_2009]. Furthermore deforming geometries can lead to target dose 
misses due to density changes in the beam path [Engelsman_2006]. To overcome interplay effects it is 
planned to implement a rescanning approach at the new gantry at PSI [Pedroni_2004], 
[Zenklusen_2010]. Techniques proposed by other groups include gating [Lu_2007] and tracking 
[Groezinger_2008]. Target dose misses due to changing proton ranges can be compensated by defining 
internal target volumes (ITVs). Margin definition in geometrical units as well as approaches incorporating 
the dependence of the dose on the density variations have been discussed [Engelsmann_2006], 
[Bert_2007], [Rietzel_2010].  
A treatment planning system which is capable of incorporating target motion is essential to all approaches. 
Current treatment planning systems calculate dose on individual phases of a 4D-CT and warp each sub-
dose distribution back to the reference image by image registration [Rietzel_2005], [Bert_2007]. 
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1.2 Current 3D dose calculation at PSI 
 
The dose calculation in the treatment planning system of PSI is based on a ray casting pencil beam model 
[Schaffner_1999]. First a dose grid is created covering a volume where all deposited dose is included. The 
planning system then calculates the dose for each applied proton beam in all dose grid points. Dose 
deposited at (s,t,u) in gantry coordinate system by a pencil beam with central-axis in s-direction and 
positioned at (t0,u0) is given by 
 

 
 

Np+:   number of protons in the beam spot 
ID:   integral dose, interpolated from depth-dose lookup table 
wer:   total water equivalent range including range shifter plates at grid point (s,t,u) 
sigma_i:  standard deviations of the Gaussians of the pencil beam in t and u directions at a water 

 equivalent range equal to that of the grid point at (s,t,u), including all contributions to 
beam width (inital phase space, multiple coloumb scattering in the patient and range    
shifter and its propagation in the air gap between range shifter and patient. 

 

 
Figure 1 - Dose grid in (s,t) plane 

 
Overall dose in one grid point is given by the sum over all spots. To create a continuous dose distribution 
the dose in between the dose grid points is interpolated. 
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2 Methods and Materials 
 
2.1 Dose calculation on a deforming dose grid 
 
The starting point for the 4D dose calculations is a standard static 3D treatment plan of our in house 
developed treatment planning system. From the 3D dose calculation results a proton spot list. In a second 
step an individual timestamp is calculated for each pencil beam of the proton spot list. This timestamp 
depends on the dose delivered at each position and a set of hardware parameters one has to choose. The 
timestamps will for example change depending on the scanning path and velocity (required dead times to 
adjust the beam position) and, if applied, the kind of rescanning (2D/3D, scaled/iso-layered, number of 
rescans). Motion and deformations resulting in density changes can be taken into account by displacement- 
and density-variation-maps at each time instance during the treatment delivery. The spotlist from the 3D 
calculation together with the list of timestamps, the displacement-maps and the density-variation-maps are 
then the input for the 4D dose calculation.  
Each dose grid point is associated with a position in (s,t,u) and a water equivalent range (wer). Equation (1) 
shows that  the dose calculation in a point depends only on the distance to the central axis of the beam (t0-
t),(u0-u) and the water equivalent range. The 4D code calculates each spot individually and changes the 
position and the water equivalent range of the dose grid points according to the timestamp of the spot and 
the corresponding displacement- and the density-variation-map. This results in an accumulation of the dose 
throughout all motion phases. Dose of a single spot in (s,t,u) at timestamp TS is given by 
 

 
 
 wer_TS:  timestamp-dependent water equivalent range 
 Delta i_TS: displacement of dose grid point in i=t,u at timestamp TS 
 
2.2 Simulations with  simple CT phantoms 
 
Two simple virtual CT phantoms were created for simulations. 
 
CT phantom I, shown in figure 2, contained only a box of water with a spherical target volume definition 
inside the box. Displacement-maps to move the target were created. With a period of 5s the target was 
moved from the left to the right and back, imitating a breathing cycle. 
 

 
 

Figure 2 - CT phantom I (red contour: target volume) 
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CT phantom II, shown in Figure 3, contained a spherical target volume (HU=1200) in water. The beam 
direction was chosen from the top and upstream of the target an obstacle (HU=1100) with a cylindrical high 
density area (HU=2500) was placed. 
 

 
 

Figure 3 - CT phantom II (red contour: target volume) 
 

To move the obstacle in front of the target, displacement-maps for the upstream area were created. The 
obstacle was moved from the right to the left and back with a period of 5s.  
Deformed CT images corresponding to the displacement-maps of each time step were simulated using 
image warping classes from the Insight Segmentation and Registration Toolkit (ITK) [Yoo_2002]. On the 
basis of these deformed CT images the radiological path (here water equivalent range) of each dose grid 
point for each time instance was derived with Siddon's algorithm [Siddon_1985]. The displacement –maps 
together with the resulting density-variation maps for each dose grid point at each time instance were then 
used in the 4D dose calculation. 
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2.3 Target contour adaption due to proton range variations 

Advanced 4D dose calculations show that in the incidence of motion it is not sufficient to use simple target 
contours defined on one reference 3D CT image. The target contours have to be adapted accounting for 
proton range variations during the course of treatment. 
A tool was programmed using the Visualization Toolkit (VTK) (http://www.vtk.org) and ITK [Yoo_2002] 
to automatically create adapted margins. Inputs are a 3D reference CT image, the original target contour on 
the reference image and a set of displacement-maps.  
For each time step a deformed CT image based on the corresponding displacement-map is calculated. 
Deformed CT images for our CT phantom II are shown in Figure 3. While the target remains static in these 
time resolved CT images, the upstream area with the obstacle moves from the right to the left and back. For 
each time step the water equivalent range of each contour point C_i for a chosen beam direction is 
calculated based on the time resolved deformed CT images. Back on the reference image the calculated 
water equivalent ranges won't be necessarily at the same positions C_i. On a ray in beam direction through 
C_i it is then searched for the point with the same water equivalent range on the reference image. The 
original contour points are then moved to these calculated positions resulting in an adapted margin for each 
time step. The overall adjusted margin (red contours in Figure 4) is generated by adding up the adapted 
margins of each time step (blue contours in Figure 4). 

a) Reference image b) Timestep 1 c) Timestep 2

d) Timestep 3 e) Timestep 4 f) Timestep 5
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                   g) Timestep 6                                   h) Timestep 7 
 
Figure 4 a) - h) - Adapted margin for each time step (dashed blue line) and the successive resulting overall 

adjusted margin (solid red line) 
 
 
3 Results 
 
3.1 Interplay effects and target misses 
 
As a first test of the new 4D dose calculation it was checked if interplay effects due to target motion and 
target misses due to density changes could be produced. In Figure 5 the expected interplay patterns within 
the target volume are clearly visible. Those patterns depend on correlation of beam and target motion. 
  
 
In the second simulation with CT phantom II the target itself did not move but the density in front of it was 
changed. Figure 6 shows that there were, as expected, not only interplay effects but also target misses in the 
lower right corner of the target. 
 
 

     
 
Figure 5 - Interplay effects due to motion of         Figure 6 - Interplay effects and target misses due to 

   target volume              density changes in front of target volume 
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3.2 Rescanning approach 

To simulate rescanning the plan was applied multiple times. Following the scaled rescanning approach, the 
dose per rescan was divided by the number of rescans. New timestamp files incorporating a rescanning of 
eight times were generated for our previous simulations. 
First, rescanning was applied to the non-adapted margins (figures 7+8). Interplay effects resulting in large 
dose inhomogeneities are no longer visible.  

   Figure 7 - rescanning non-adapted target                   Figure 8 - rescanning on non-adapted target 
      8x times in CT phantom I                    8x times in CT phantom II 

As a next step rescanning on the adapted target margins was performed. Results are shown in figures 9 and 
10. In both cases the rescanning of the adapted margins achieved target dose coverage.

         Figure 9 - rescanning adapted target  Figure 10 - rescanning adapted target              
          8x times in CT phantom I                8x times in CT phantom II
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4 Discussion 
 
4.1 Uncertainties in dose calculation 
 
One has to be aware that discontinuities in the displacement-maps (e.g. sliding organ boundaries) will lead 
to dosimetric errors for positions in between dose grid points. This is because the dose at these positions is 
interpolated on the reference dose grid. Decreasing the dose grid spacing will minimize this uncertainty.  
Sliding organ boundaries resulting in discontinuous displacement-maps are subject of current research in 
image registration [Ruan_2009]. Typical smooth image registration methods (e.g. B-spline or Demons) will 
not generate correct displacement fields in the presence of sliding boundaries.  
An other uncertainty in our 4D dose calculation is the change of total integral dose if a high density area 
moves in or out of the area where dose is delivered. This is due to the fact that the dose in each dose grid 
point is calculated as dose to water. Other 4D dose calculations will have the same problems if they use an 
algorithm which calculates dose to water. 
 
4.2 Dose optimization with adapted target margins 
 
As seen in figure 10 there is dose of 95 - 105% delivered to the surrounding area of the target. In our 
approach of creating the motion and density adapted margin there is no weighting of time steps included in 
the dose optimization. Areas in the extension of the target volume are not occupied equally throughout the 
breathing cycles. To reduce the dose to the surrounding area it is necessary to incorporate the motion and 
density changes also into the dose optimization in a way similar to the motion-weighted DVHs proposed by 
Zhang et al. [Zhang_2009]. 
 
4.3 Real patient geometries 
 
In this study the effect of motion and deformation has only been studied in simplified phantom geometries. 
In realistic patient geometries dose inhomogeneities will most likely blur out during the treatment course of 
several fractions, if the motion amplitude is smaller then 5 mm, a random motion phase is assured at each 
fraction and sufficient rescans are applied. However, to correctly estimate target dose misses due to density 
changes advanced 4D calculations like performed in this study are essential. These target dose misses can 
not be compensated by motion management techniques like gating or rescanning. Target dose coverage for 
these techniques can only be assured by specific margin recepies, like the one proposed in this study, that 
are adequate for the high sensitivity of the dose distribution towards density variations in the entrance 
channel. 
 
 
5 Conclusion 
 
We have demonstrated the feasibility of 4D dose calculations using a deforming dose grid. It was shown 
that it is necessary to adapt the target volume to incorporate density changes and motion if target dose 
coverage is to be achieved. 
 

71



References: 

[Bert_2007]  
Bert, C and Rietzel, E  
4D treatment planning for scanned ion beams 
Radiation Oncology, 2007, 2  
doi: 10.1186/1748-717X-2-24 

[Bert_2008]  
Bert, C and Groezinger, S O and Rietzel, E  
Quantification of interplay effects of scanned particle beams and moving targets 
Physics in Medicine and Biology, 2008, 53, 2253-2265  
doi: 10.1088/0031-9155/53/9/003 

[Engelsman_2006]  
Engelsman, M and Rietzel, E and Kooy, H M  
Four-dimensional proton treatment planning for lung tumors  
International Journal of Radiation Oncology*Biology*Physics, 2006, 64, 1589-1595 
doi: 10.1016/j.ijrobp.2005.12.026 

[Groezinger_2008]  
Grözinger, S O and Bert, C and Haberer, T and Kraft, G and Rietzel, E  
Motion compensation with a scanned ion beam: a technical feasibility study 
Radiation Oncology, 2008, 3  
doi: 10.1186/1748-717X-3-34 

[Lambert_2005]  
Lambert, J and Suchowerska, N and McKenzie, D R and Jackson, M 
Intrafractional motion during proton beam scanning 
Physics in Medicine and Biology, 2005, 50, 4853-4862  
doi: 10.1088/0031-9155/50/20/008 

[Lu_2007]  
Lu, H-M and Brett, R and Sharp, G and Safai, S and Jiang, S and Flanz, J and Kooy, H 
A respiratory-gated treatment system for proton therapy  
Medical Physics, 2007, 34, 3273 - 3278  
doi: 10.1118/1.2756602 

[Phillips_1992]  
Phillips, M H and Pedroni, E and Blattmann, H and Boehringer, T and Coray, A and Scheib, S 
Effects of respiratory motion on dose uniformity with a charged particle scanning method 
Physics in Medicine and Biology, 1992, 37, 223 - 234  
doi: 10.1088/0031-9155/37/1/016 

[Rietzel_2005]  
Rietzel, Eike and Chen, George T Y and Choi, Noah C and Willet, Christopher G  
Four-dimensional image-based treatment planning: Target volume segmentation and dose 
calculation in the presence of respiratory motion 
International Journal of Radiation OncologyBiologyPhysics, 2005, 61, 1535 - 1550  
doi: 10.1016/j.ijrobp.2004.11.037 

72



[Rietzel_2010]  
Rietzel, E and Bert, C  
Respiratory motion management in particle therapy  
Medical Physics, 37, 2010, 449 - 460  
doi: 10.1118/1.3250856 
 
[Ruan_2009]  
Ruan, D and Selim Esedoglu, S and Fessler, J A 
Discriminative sliding preserving regularization in medical image registration 
ISBI'09 Proceedings of the Sixth IEEE international conference on Symposium on Biomedical Imaging: 
From Nano to Macro, p. 430 - 433, IEEE Press Piscataway, NJ, USA, 2009, ISBN: 978-1-4244-3931-7 
 
[Schaffner_1999]  
Schaffner, B and Pedroni, E and Lomax, A  
Dose calculation models for proton treatment planning using a dynamic beam delivery system: an 
attempt to include density heterogeneity effects in the analytical dose calculation  
Physics in Medicine and Biology, 1999, 44, 27 - 41  
doi: 10.1088/0031-9155/44/1/004 
 
[Seco_2009]  
Seco, J and Robertson, D and Trofimov, A and Paganetti, H  
Breathing interplay effects during proton beam scanning: simulation and statistical analysis  
Physics in Medicine and Biology, 2009, 54, N283 - N294  
doi: 10.1088/0031-9155/54/14/N01 
 
[Siddon_1985]  
Siddon, R L  
Fast calculation of the exact radiological path for a three-dimensional CT array  
Medical Physics, 1985, 12, 252 - 255  
doi: 10.1118/1.595715 
 
[vonSiebenthal_2007a]  
Von Siebenthal, M and Székely, G and Gamper, U and Boesiger, P and Lomax, A and Cattin, Ph  
4D MR imaging of respiratory organ motion and its variability.  
Physics in medicine and biology, {2007}, {52}, 1547 - 1564  
doi: 10.1088/0031-9155/52/6/001 
 
[Yoo_2002]  
Yoo, T S and Ackerman, M J and Lorensen, W E and Schroeder, W and Chalana, V and Aylward, S and 
Metaxas, D and Whitaker, R  
Engineering and algorithm design for an image processing Api: a technical report on ITK - the 
Insight Toolkit  
Stud Health Technol Inform, 2002, 85, 586 - 592  
url: http://www.itk.org 
 
[Zenklusen_2010]  
Zenklusen, S 
A study on repainting strategies for treating moderately moving targets with proton pencil beam 
scanning at the new Gantry 2 at PSI 
submitted to Physics in Medicine and Biology, July 2010 
 
[Zhang_2009]  
Zhang, G G and Feygelman, V and Stevens, C. and Li, W and Dilling, T 
Motion-Weighted Dose-Volume Histograms – A Novel Approach to 4D Treatment Planning  
IFMBE Proceedings, 2009, 25, 904 - 907  
doi: 10.1007/978-3-642-03474-9_254 

73



 
[Zhang_2010] 
Zhang, Y 
Respiratory liver motion extraction for Proton Therapy from 4D CT by deformable registration 
Master thesis done at Paul Scherrer Insitut for the Royal Institute of Technology (KTH), School of 
Technology and Health, Stockholm 

74



Advances in multimodality molecular imaging 

H. Zaidi1,2

1 Geneva University Hospital, Division of Nuclear Medicine, CH-1211 Geneva, Switzerland 
2 Geneva University, Geneva Neuroscience Center, CH-1211 Geneva, Switzerland 
mail: habib.zaidi@hcuge.ch 

Introduction 
Advances in genomics, proteomics and technology are changing the practice of medicine in a 
profound way. Molecular imaging allows for the study of molecular and cellular events in the living 
intact organism [1]. Positron emission tomography (PET) is a highly sensitive non-invasive 
technology that is ideally suited for pre-clinical and clinical imaging of cancer biology, in contrast to 
anatomical approaches (CT and MRI). The historical development of PET is marked by numerous 
significant technological accomplishments driven by an unprecedented collaboration between multi-
disciplinary groups of investigators with backgrounds in medical sciences, physics, chemistry, 
mathematics, bioengineering, and computer science [2]. Multimodality image registration and fusion 
plays a key role in clinical management of patients in routine diagnosis, staging, restaging and 
assessment of response to treatment, surgery and radiation therapy planning of malignant diseases. 
The complementarity between anatomical (CT and MRI) and molecular (SPECT and PET) imaging 
modalities is now well established and the role of fusion imaging widely recognized as a central piece 
of the general tree of clinical decision making [3]. 

Moreover, dual-modality imaging technologies including SPECT-CT, PET-CT and in the near 
future PET-MR now represent the leading component of any modern healthcare institution [4]. This 
paper also reflects the tremendous increase in interest in quantitative molecular imaging using PET as 
both clinical and research imaging modality in the past decade [5]. It offers a brief overview of the 
entire range of PET imaging from basic principles to various steps required for obtaining 
quantitatively accurate data from dedicated standalone PET and combined PET-CT (and PET-MR) 
systems. Impact of physical degrading factors including attenuation of photons and contribution from 
photons scattered in the patient and partial volume effect on the diagnostic quality and quantitative 
accuracy of PET data is outside the scope of this paper and will not be discussed here. The 
development of new probes and challenges to target tumour hypoxia in clinical oncology will also be 
addressed. 

Novel tracers and tumour hypoxia 
Recent advances in the development of novel tracers targeted to other aspects of tumour biology, 
including cell growth, cell death, oncogene expression, drug delivery, and tumour hypoxia will 
significantly enhance the capability of clinical scientists to differentiate tumours and are likely to be 
used to guide treatment decisions. Several new tracers are expected to be approved and routinely used 
in the coming years. Obviously, the list of new tracers having the potential for routine use in the near 
future is very long and will not be reviewed here. Interested readers may consult recently published 
reviews addressing this topic [6-8]. In certain cancers, 18F-labeled fluorothymidine (FLT) may prove 
to be of value in monitoring response to therapy instead of FDG [9]. This tracer, however, does not 
appear optimal for diagnostic purposes since it is insensitive for detecting slow growing tumours. 18F-
labeled DOPA [10] along with 68Ga-labeled DOTA octreotide [11] and 124I-labeled MIBG [12] appear 
to have the promise of improving the management of patients with neuro-endocrine tumours. Peptides 
containing amino acid sequence arginine-glycine-aspartate (RGD) appear to have an affinity toward 
integrins that are present on activated endothelial cells in tumours with angiogenesis [13]. 18F-Galacto-
RGD is a tracer developed for specific imaging of {alpha}v{beta}3 expression, a receptor involved in 
angiogenesis and metastasis that proved to be particularly useful in patients with squamous cell 
carcinoma of the head and neck [14]. Estrogen receptor (ER) targeting agents may be used to assess 
non-invasively, the ER section of tumours in vivo by 18F-labeled estrogen analogues such as 
Fluoestradiol (FES) [15]. Angiogenesis, the formation of new vessels is the target of a multitude of 
novel therapies and drugs. Therefore, direct visualization of this biologic response to tumour hypoxia 
and cell proliferation will be of great importance in developing these drugs. Peptides containing amino 
acid sequence arginine-glycine-aspartate (RGD) appear to have an affinity toward integrins that are 
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present on activated endothelial cells in tumours with angiogenesis [13] Apoptosis or programmed cell 
death can be imaged with radiolabeled Annex V to monitor response to therapy in cancer [16]. 

Agents that measure regional hypoxia in malignant tumours (e.g. FMISO, EF5, 64Cu-ATSM) and 
possibly in some benign disorders will be frequently employed [17] especially in the context of 
radiation therapy treatment planning [18]. Tissue hypoxia is a pathological condition in which a region 
of the body is deprived of adequate oxygen supply, and is a major constraint for tumour treatment by 
radiotherapy. The efficacy of ionizing radiation directly relies on adequate supply of oxygen to the 
targeted tumour. As a tumour grows, it needs oxygen in order to survive. Although the tumour 
develops new blood vessels by a process of angiogenesis, these new vessels are typically less 
extensive than in normal tissues. As a result, the tumour cells do not receive adequate oxygen from the 
blood, leading to hypoxia and leaving portions of the tumour with regions where the oxygen 
concentration is significantly lower than in healthy tissues. Hypoxic tumour cells are usually resistant 
to radiotherapy and chemotherapy, but they can be made more susceptible to treatment by increasing 
the amount of oxygen in them. Furthermore, hypoxia is related to malignant progression, increased 
invasion, angiogenesis and an increased risk of metastases formation [19]. There are three distinct 
types of tumour hypoxia: [20] (i) perfusion related (acute) hypoxia which results from inadequate 
blood flow in tumours; it is generally the consequence of recognized structural and functional 
abnormalities of the tumour neovasculature; (ii) diffusion related (chronic) hypoxia caused by 
increased oxygen diffusion distances due to tumour expansion; and (iii) anaemic hypoxia related to the 
reduced O2-carrying capacity of the blood. 

Two different strategies can be used to overcome the problem of hypoxia-mediated 
radioresistance. The first strategy is to improve the tumour oxygenation during radiotherapy. The 
second strategy is to target hypoxia as a relatively unique feature of tumour tissue by means of drugs, 
which are activated under hypoxic conditions and act as hypoxic radiosensitizers or hypoxic 
cytotoxins [19]. 

18F-MISO and Cu-ATSM are the most widely used tracers in PET for their ability to demonstrate 
heterogeneity and general availability [21]. 18F-MISO has relatively slow blood clearance and high 
lipophilicity contributing to significant background activity and relatively low contrast between 
hypoxic and normal tissues [22]. One remedy to this was to acquire a venous blood sample during the 
course of the imaging procedure for a tumour/blood ratio image to improve the contrast. 18F-MISO is 
able to monitor the changing hypoxia status of lung tumours during radiotherapy [23]. Studies in 
sarcoma [24] and head and neck cancer [24,25] have demonstrated a correlation of 18F-MISO uptake 
with poor outcome to radiation and chemotherapy. 

Cu-ATSM is another promising agent for delineating the extent of hypoxia within tumours. Most 
Cu-ATSM studies have used the short-lived 60Cu (half-life of 0.395 h), which requires an on-site 
cyclotron. One advantage of using shorter-lived 60Cu is the ability to perform multiple imaging 
sessions in a short time frame. To enable the transport of Cu-ATSM to the PET facilities without a 
cyclotron, longer-lived 61Cu (half-life of 3.408 h) and 64Cu (half-life of 12.7 h) are alternatives. 
Numerous pre-clinical studies have validated its use for imaging of hypoxia in tumours and other 
tissues. One concern with using Cu-ATSM to delineate hypoxia was that it may be tumour-dependent, 
and cell-line dependent. It was demonstrated that there was variation in the 64Cu-ATSM cellular 
accumulation, with uptake in normoxic cells being anywhere from two to nice times lower than that in 
hypoxic cells, depending upon the cell line. Nonetheless, 64Cu-ATSM has been shown to be highly 
correlated with 18F-FMISO in an animal model [26]. In human studies of lung [27] and cervical 
cancers [28,29], that 60Cu-ATSM can act as a prognostic indicator for response to therapy. In a 
prospective study of 14 patients with non-small cell lung cancer, a semi-quantitative analysis of the 
60Cu-ATSM tumour-to-muscle ratio was able to discriminate those likely to respond to therapy from 
non-responders [30]. A similar study in 14 women with cervical cancer demonstrated a similar 
predictive value in the tumour response to therapy. In the same study, tumour 18F-FDG uptake did not 
correlate with 60Cu-ATSM and there was no significant difference in tumour 18F-FDG uptake between 
patients with hypoxic tumours and those with normoxic tumours [30] 18F-EF5 is another promising 
agent [31,32] which proved to be useful for non-invasive clinical assessment of hypoxia in brain 
tumours [33]. 
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Advances in hybrid PET-CT instrumentation 
The historical development of multimodality imaging is marked by various significant technical and 
scientific accomplishments driven by an unprecedented collaboration between multi-disciplinary 
groups of investigators. Even though the introduction of commercial PET-CT units in a clinical setting 
is a recent feature, the prospective benefits of correlative multimodality imaging are well established 
since the early years of medical imaging. Many pioneering radiological scientists and physicians 
recognized that the capabilities of a radionuclide imaging system could be improved by adding an 
external source to allow acquisition of transmission data for anatomical correlation of the emission 
image [3]. Interestingly, the derived theoretical concepts that were occasionally patented [34,35] never 
materialized in practice until late Dr. Bruce Hasegawa and colleagues (University of California, San 
Francisco) pioneered in the 1990s the development of dedicated SPECT-CT [36,37]. Thus, Dr. 
Hasegawa is the person to credit for the conception and design of the first combined SPECT-CT unit 
and this stands for a wonderful tribute to his memory [38]. Later, Dr. Townsend and co-workers 
(University of Pittsburgh) pioneered in 1998 the development of combined PET-CT imaging systems, 
which have the capability to record both PET emission and x-ray transmission data for correlated 
functional/structural imaging [39,40]. More compact and cost-effective designs of dual-modality 
systems have been explored more recently. One such approach uses a rail-with-sliding-bed design 
where a sliding CT bed is placed on a track in the floor and linked to a flexible SPECT camera [41]. A 
variety of rail-based, docking and click-over concepts for correlating functional and anatomical images 
are also being considered with the aim to offer a more economic approach to multimodality imaging 
for institutions with limited resources [42]. 

Figure 1. Timeline for various stand-alone PET and PET-CT scanning protocols following tracer injection and 
typical 1 hour waiting time for 18F-FDG. The pre-injection transmission scan required on conventional 
standalone PET scanners (~ 3 min per bed position on full-ring systems) is usually acquired prior to tracer 
injection (A). On modern combined PET-CT scanners equipped with fast detectors, the acquisition time is 
practically half the time required on conventional detectors. Either only a low dose CT for attenuation correction 
(B) or combined with a diagnostic quality contrast enhanced CT study is usually performed depending on the 
clinical indication (C). The latter can also be used for attenuation correction but might result in artifacts in some 
cases by overcorrecting for attenuation in regions containing contrast medium (D). It should be noted that PET-
CT allows to reduce the overall scanning time, thus increasing patient throughput. 

Among the many advantages offered by PET-CT is the reduction in the overall scanning time, 
thus allowing to increase patient throughput by ~30% [43] owing to the use of fast CT-based 
attenuation correction compared to lengthy procedures involving the use of external transmission rod 
sources. Figure 1 illustrates the timeline for various stand-alone PET and combined PET-CT scanning 
protocols following tracer injection and typical 1 hour waiting time for 18F-flurodeoxyglucose (FDG). 
The patient is prepared for imaging which includes administration with the radiopharmaceutical, 
typically 370 to 555 MBq (10 to 15 mCi) of 18F-FDG in adults. A pre-injection transmission scan is 
usually performed on stand-alone PET scanners prior to tracer injection to reduce spillover of emission 
data into the transmission energy window although post-injection transmission scanning protocols 
were successfully used in the clinic on modern PET scanners [44]. On combined PET-CT units, the 
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patient is asked to remove all metal objects that could introduce artefacts in the CT scan and then is 
positioned on the patient table of the dual/modality imaging system. The patient then undergoes an 
“overview” or “scout” scan during which x-ray projection data are obtained from the patient to 
identify the axial extent of the CT and PET study. The patient then undergoes a low-dose spiral CT 
acquisition followed by the PET study starting approximately 1 hour after FDG administration. The 
CT and PET data then are reconstructed and registered, with the CT data used for attenuation 
correction of the reconstructed PET images. Depending on institutions and agreements between 
clinical department and clinical requirements [45-47], the images might be interpreted in tandem by a 
radiologist and nuclear medicine physician who can view the CT scan, the PET images, and the fused 
PET-CT data, followed by preparation of the associated clinical report. Some clinical indications 
commonly require administration with contrast media to acquire a relatively high-dose diagnostic 
quality CT scan [48]. The latter can be performed either prior or following the PET study. In the 
former case, the contrast-enhanced CT is also used to correct the PET data for photon attenuation and 
the low-dose CT scan is no longer needed. However, care should be taken to avoid hot-spot artefacts 
in the attenuation corrected PET images that might be caused by overcorrection of radiodense oral and 
intravenous contrast agents. As a rule of thumb, examination of the uncorrected images is 
recommended to distinguish technical artefacts from physiologic/pathologic hypermetabolism. 
Alternatively, post-processing correction methods have been proposed in the literature [49,50]. 

The promise of PET-MR technology 
The interest in PET scanning within strong magnetic fields was first motivated by the need to reduce 
the distance positrons travel before annihilation (positron range) through magnetic confinement of the 
emitted positrons [51-53]. Indeed Monte Carlo simulation studies predicted improvements in spatial 
resolution for high energy positron emitters ranging between 18.5% (2.73 mm instead of 3.35 mm) for 
68Ga and 26.8% (2.68 mm instead of 3.66 mm) for 82Rb for a magnetic field strength of 7 Tesla [53]. 
This is in agreement with results obtained using another Monte Carlo code where a 27% improvement 
in spatial resolution for a PET scanner incorporating a 10 Tesla magnetic field was reported [54]. 

It is amazing to point out that the history of combined PET-MR dates back to the mid 1990s even 
before the advent of PET-CT [52,54,55]. Early attempts to design MR-compatible PET units relied on 
slight modification of PET detector blocks of a preclinical PET scanner to keep the photomultiplier 
tubes (PMTs) at a reasonable distance from the strong magnetic field of a clinical MRI unit [56-60]. 
The detectors were coupled to long optical fibers (4-5 meters), leading the weak scintillation light 
outside the fringe magnetic field to position-sensitive PMTs. Despite the limitations of this design, 
similar approaches were adopted by other investigators [61-64]. Other related design concepts based 
on conventional PMT-based PET detectors rely on more complex magnet designs, including a split 
magnet [65] or a field-cycled MRI [66]. 

Other investigators have developed PET-MRI systems configured with suitable solid-state 
detectors that can be operated within a magnetic field for PET imaging. This includes avalanche 
photodiodes (APDs) [67] and Geiger-mode avalanche photodiodes (G-APDs) [68,69]. APD-based 
readout is already implemented on a commercial preclinical PET system, the LabPET™ scanner [70] 
after about 10 years of the development of the first prototype based on this technology [71]. Various 
MR-compatible preclinical PET prototypes were designed using both APD-based [72-77] and G-APD 
based [78-80] technologies. Other promising technologies that might be used for the design of future 
generation PET-MR systems include amorphous selenium (a-Se) avalanche photodetectors which 
proved to have an excellent quantum efficiency, a large avalanche gain and a rapid response time 
[81,82]. 

Most of the above referenced systems have been tested within a high-field (up to 9.7 T) and 
proved to produce PET and MR images that appear to be free of distortion, consolidating the 
hypothesis that there is no significant interference between the two systems and that each modality is 
virtually invisible to the other [83]. The promising results obtained on preclinical systems encouraged 
one of the major industrial leading players (Siemens Medical Solutions. Knoxville, TN) to develop the 
first clinical PET-MR prototype (BrainPET) dedicated for simultaneous brain imaging in collaboration 
with the University of Tuebingen, Germany [84]. The conceptual design of the integrated PET-MR 
scanner consists of an isocentric layering of MR head coil, PET detector ring, and MR magnet tunnel. 
The system is being assessed in a clinical setting by exploiting the full potential of anatomical MRI in 
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terms of high soft-tissue contrast sensitivity in addition to the many other possibilities offered by this 
modality including BOLD imaging, functional MRI (fMRI), diffusion-weighted imaging (DWI), 
perfusion-weighted imaging (PWI), and diffusion tensor imaging (DTI) [85]. 

On the other hand, the prospective applications of a hypothetical whole-body PET-MR system are 
being explored in the literature [86-89]. Such a system would allow to exploit, in addition to the above 
discussed applications, the power of MR spectroscopy (MRS) to measure the regional biochemical 
content and to assess the metabolic status or the presence of neoplasia and other diseases in specific 
tissue areas [90].  

Until concurrent PET-MR technologies become available for whole body imaging, other 
approaches for so-called sequential PET-MR imaging have been researched [91]. The Philips GEMINI 
TF PET-MRI is a hybrid imaging system with Philips time-of-flight GEMINI TF PET and Achieva 3T 
X-series MRI system, as shown in Figure 2 [92,93]. While this design does not allow simultaneous 
PET and MRI acquisition, it allows acquisition of automatically co-registered PET and MR images 
acquired sequentially, similar to the workflow in PET-CT systems. Following initial development, two 
PET-MRI systems were installed in Mount Sinai Medical Center, NY and Geneva University 
Hospital, Geneva. Figure 3 shows representative PET-MR and PET-CT images of the same patient 
acquired sequentially (~60 min time difference) on the two combined systems. 

Figure 2. Photograph of the Philips sequential whole-body PET-MRI system design installed at Geneva 
University Hospital. A turntable patient handling system facilitates patient motion between the 3T MRI system 
on the left and the time-of-flight PET system on the right. 
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Figure 3. Representative PET-MR and PET-CT images of the same patient acquired sequentially (~60 min time 
difference) on the two combined systems following injection of 370 MBq of FDG. 
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Summary 
The present paper has attempted to summarize important themes of ongoing advancements by 
providing an overview of current state-of-the art developments in multimodality molecular imaging 
combining PET with other structural imaging modalities (PET-CT and PET-MR). There is no doubt 
that multimodality imaging had changed drastically over the last two decades. The pace of change has 
accelerated rapidly in the last decade driven by the introduction and widespread acceptance of 
combined PET-CT units in the clinic and the likely deployment of compact PET-MR systems in the 
near future. Navigating beyond the 6th dimension is now becoming possible with recent progress in 
multidimensional and multi-parametric multimodality imaging combining the latest advances in 
sophisticated software to make use of existing advanced hardware [94]. A controversy arose recently 
regarding the future role of SPECT in the era of PET [95-98]. Time will determine if these predictions 
are wrong or will come true. In any case, given that the role of any molecular imaging technology is 
established with respect to benefits conveyed to patients, dual-modality imaging systems using PET as 
the key component are here to stay and will definitely maintain an exclusive standing in clinical 
diagnosis, assessment of response to treatment and delivery of personalized treatments and targeted 
therapies. 
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Introduction 
Electrons with the characteristic steep depth dose curves are used to treat tumors in superficial regions. 
The Siemens standard electron applicator set contains different applicators with field sizes from 5 cm 
round up to 25 cm by 25 cm square (i.e. EA205, EA210, EA215, EA220, EA225 from Siemens 
Medical Systems). In order to treat conformal small target volumes in the order of 2-4 cm diameter 
you have to use self made inserts to block normal tissue (Fig.1 left) or alternatively the small field 
applicators (Siemens Medical Systems) (Fig.1 right).  

Material and Methods 
The small field applicator set contains 4 round cones with diameters of  2, 3, 4 and 5 cm with an 
acrylic extension and 3 round cones with diameters of 6, 7 and 8 cm full metal. For light-irradiation 
field testing, we irradiated a Gafchromic film (RTQA2, Advanced Materials, USA) with 200 monitor 
units of 12 MeV electrons. Realizing the ring had a higher dose we measured depth ionization curves, 
inplane and crossplane profiles in different depths with a source-surface-distance of 100 cm for 
different electron energies from 6 to 21 MeV using a water phantom (MP3, PTW Freiburg, Germany), 
the Mephysto mcc software (v1.7.2, PTW Freiburg, Germany) and a semiflex chamber (type 31002, 
0.125 ccm, PTW Freiburg, Germany). To avoid collision between the semiflex chamber and the small 
field applicator touching the water surface we could not measure profiles closer than 5 mm to the 
water surface. For comparison we also used the electron applicator EA205 (5 cm round) with a self 
made insert with diameter 4 cm round (Fig.1 left). The measurements were done at Mevatron Primus 
and Oncor Avant Gard linear accelerator (both Siemens Medical Systems).  

Results 
The shape of the 15 MeV electron depth ionisation curves for the applicator EA205 with insert 4 
round and the small field applicator 4 round differ in the first 5 cm. The inplane and crossplane 
profiles for depths bigger than 30 mm have similar shapes (Fig.2+3). The profiles at a depth of 5 and 
15 mm have different shapes. The profile at 5 mm depth for the applicator EA205 with insert has 
94.5% of the maximum dose at 14 mm from the central axis and 86.9% at 16 mm. The profile for the 
small field applicator has 104% of the maximum dose on the central axis at 14 mm from the central 
axis and 105% at 16 mm.  

Discussion 
The small field electron applicators are easy to place on superficial tumors, as the cones are in contact 
with the skin/surface. But as seen in Fig.3 they can give a higher dose to the skin depending on the 
electron energy and the small field applicator size. This effect is increasing with higher electron 
energies and different small field applicators resulting in a 20% overdose at the horns for 21 MeV in 
depth of 5 mm. This can lead to unwanted skin reactions. In order to avoid skin reactions and improve 
the dose coverage in volumes near the surface, you can use a combination of both electron applicators. 

Fig.1: left: Siemens EA205 electron applicator 
with a selfmade lead insert with a diameter of 
4 cm; right: Siemens Small Field electron 
applicators with different inserts and additional 
acrylic extensions 
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Fig.2: Inplane profiles of a 15 MeV electron 
beam collimated with the EA205 applicator 
with selfmade lead insert of diameter 4 cm 
measured in a water phantom in depth of 5.0, 
16.0, 41.0 and 54.0 mm with a PTW semiflex 
chamber.  

Fig.3: Inplane profiles of a 15 MeV electron 
beam collimated with a small field applicator 
with diameter 4 cm with acrylic extension 
measured in a water phantom in depth of 5.0, 
16.0, 41.0 and 54.0 mm with a PTW semiflex 
chamber.  
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Introduction 
Micro cone beam computed tomography (CBCT) has a wide area of applications, for instance in medicine 

and material science. However, quantitative analysis of micro CBCT images can be problematic due to 

scatter radiation. To perform a scatter correction it is desirable to have detailed knowledge of the scatter 

radiation. Since the scatter radiation cannot be measured directly a convenient way of its investigation is 

to perform Monte Carlo (MC) simulations.  

Material and Methods 
The micro CBCT system used for this study was the XtremeCT from SCANCO Medical AG, which is 

designed for imaging and quantitative measurement of the bone structure and density in the human distal 

radius and tibia. The MC model of the micro CBCT was implemented using EGS++ [1]. The 

implemented source for modelling the output of the x-ray tube was validated by comparing transmission 

measurements with simulations for different filters and absorbers. Additionally, several phantoms were 

implemented and validated by comparing simulated transmission profiles to the corresponding 

measurements. The validated MC model was used to perform a parameter study of the scatter radiation 

for different phantoms. The simulated scatter signal in the detector was divided into several components 

according to the region the scatter occurred in, as well as the scattering process the particle underwent 

before reaching the detector. The scatter signal was further split into a portion coming from particles 

scattered once and a portion coming from multiple scattered particles. The Scatter to Primary Ratio (SPR) 

was determined to quantify the amount of scatter. The impact of density, composition and volume 

changes on the characteristics of the scatter radiation in the detector was investigated by simulating 

cylindrical phantoms of different compositions, densities and radii. In addition, a tibia phantom was 

simulated in order to obtain a realistic conception of the scatter radiation in human applications.  

Results  
The validation of the source showed that all simulated transmission profile values agree within 3% with 

the measurements for all filters and within 8% in case when no filter is present. For all phantoms 97% of 

the simulated transmission profile values agree within 3% with the measurements. The scatter analysis 

showed that the main contributions to the scatter signal come from scatter in the phantom and in the filter 

which can be seen in figure 1.  

The relative amount of the total signal coming from scatter in the filter is below 0.5% for all simulated 

phantoms. The total signal and the scatter signal, especially the phantom scatter, show a strong 

dependence on the phantom size. Furthermore, it was shown that the signals depend stronger on the 

composition of the material than on the density. The relative amount of scatter signal coming from 

multiple scattered particles depends foremost on the size of the phantom. It was also shown that the main 

scatter processes are Rayleigh and Compton scattering, most of the scatter radiation originates from 

Rayleigh scattering which can be seen in figure 2, the relative amount of signal coming from Compton 

scattering increases with the phantom size. The scatter analysis showed a SPR of up to 15% for the tibia 

phantom. 
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Figure 1: Total signal, total scatter signal, phantom 

scatter signal and filter scatter signal for a water cylinder 

with radius 2 cm. 

 
Figure 2: Total scatter signal split up into signal coming 

from Compton scattering and signal coming from 

Rayleigh scattering for a water cylinder with radius 

2 cm. 

 

Discussion  
The validation showed that the implemented MC model is accurate enough for a reliable scatter analysis. 

It was shown that the scatter radiation depends on the shape and properties of the phantom. The results of 

this parameter study can now be used to develop a MC based scatter correction algorithm for the 

XtremeCT. This work was supported by CTI grant 10629.1.  
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